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An SHF Microstrip Phased Array Antenna

For Satellite Communication

Frank W. Cipolla and Ken Kudrna

Ball Aerospace Systems Division

Boulder, Colorado 80306

ABSTRACT

The demand for conformal, low profile, low cost phased arrays has increased

dramatically during the past few years. Both airborne and ground based

applications have placed stringent requirements on phased arrays. Ball

Aerospace Systems Division has designed and built microstrip phased

arrays which meet these requirements.

1.0 INTRODUCTION

The SHF Satellite Communication Band requires user antennas in a number

of configurations and environments. All user antennas must meet the

following operating requirements:

Frequency: 7250 - 7750 MHz - Receive

7900 - 8400 MHz - Transmit

Polarization: Left Hand Circular - Receive

Right Hand Circular - Transmit

Gain: 30dBic Minimum

Steering Coverage: Full Upper Hemisphere

This work was sponsored by the Air Force Systems Command, Rome Air

Development Center, Griffiss Air Force Base, New York, 13441.
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2.0 ARRAY CONFIGURATION

The Airborne Array has been configured from numerous subarrays as shown

in Figure 1. The subarrays are microstrip multi-layer modules consist-

ing of 64 microstrip disk radiators in a triangular lattice, 64 quadra-

ture branch line hybrids to excite circular polarization, 64 3-bit digital

phase shifters, a 64 way equal power corporate feed, and the decoder/

driver electronics to control the phase shifters. In Figure 2, an

expanded view of a single element of a subarry is depicted. It shows

the integrated approdch of the multi-layer design.

Each subarray is identical to any other and can be placed in any location

in the larger array. The subarrays are excited at the center by a wave-

guide corporate feed which is mounted externally to the aircraft skin.

As a subarray is mounted in the large array, it is connected to the wave-

guide via a waveguide to coax adapter. It is also connected to the D.C.

power supplies and the digital data bus at the same time. This simplifies

the installation of the array and makes repairs easier.

Penetrations through the aircraft skin are required for one waveguide

flange and two electrical connectors only. The total thickness of the

array is 1.5 inches and weighs 230 pounds. The array consists of 64 sub-

arrays and has a theoretical directivity of 41dBi.

The ground configurations are essentially the same as the airborne system

described above.

3.0 ENVIRONMENTAL CONSIDERATION

In aircraft applications, the array must withstand wide temperature

variations as well as pressure differentials. The all microstrip subarray

module is extremely rugged and can withstand these variations.
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Figure 1. SHF Microstrip Phased Array

For Airborne Applications
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CONTROL ELECTRONICS HYBRID CIRCUITRY
0.20-INCH THICK

STITCHWIRE BOARD, 0.062-INCH THICK

SPACER (AIR SPACE) 0.150-INCH THICK

PHASE SHIFTER BOARD, 0 02-INCH THICK ARA.

BACK-TO-BACK GROUND PLANES 5-... .

ELEMENT BOARD, 0.062-INCH THICK[5 ]
HYBRID, 0.015--INCH THICK

SUBARRAY

SUBARR 
Y COVER, 

( O

0.032-INCH THICKj

/
ELEMENT STACK
(ONE OF 64)

Figure 2. Multi-layer Microstrip Subarray Design
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The array is also extremely resistant to nuclear EMP and lightning.

The installation can be accomplished without requiring recertification

of the aircraft. This is due to the fact that the structural members

of the fuselage are not distrubed during the installation.

4.0 CONCLUSION

The modular subarray approach is a highly flexible design which easily

adapts itself to many different applications. The basic building block

(the subarray module) is identical for both airborne and ground based

applications. The waveguide feed would change in order for it to conform

to the surface of the host vehicle.



S-BAND, POLARIZATION DIN ERSE, IOM-SII)IEOB ARRAI *

GarN E. Eans
William F. Hoover, Jr.

N estinghouse Electric Corporation
Command and Control Division

Baltimore, Marvland

Abstract

The design of a low sidelobe, wideband, planar array is discussed which is applicable to a high-power,
polarization diverse, S-band tactical radar. The specific design, fabrication, and test of a line source has been
used to demonstrate the critical unit in such an array.

Design details are discussed, including development of wideband, high-isolation couplers; deselopinent of
a crossed-dipole radiator for linear and circular polarizations; and the use of air-dielectric stripline in the
corporate feed. Mutual coupling, grating lobe, and bandwidth considerations as well as size, seight, and
tactical constraints are discussed. An extensive error analysis as it applies to antenna sidelobe levcls has been
conducted. Sources of both correlated and uncorrelated errors are identified. This error information is Used
to calculate the azimuth patterns of the line source and of an array of N line sources. Radiation pattern
measurements of the single line source agree favorably with predicted pattern,, and demonstrate low -sidelobe
performance for vertical, horizontal, and circular polarization,.

Background

The increasingly complex ECM environment in which tactical radars are called on to operate has paced
continually more stringent requirements on the antenna. Low and ultra-low sidelobe antennas are required;
adaptive arrays, polarization diversity, and frequency agility are sought; and wide instantaneous bandwidths,
etc. are needed as well.

A tactical radar which scans in elevation, rotates in azimuth, and demonstrates several ofthe aboxe charac-
teristics has been the topic of this study. Such a radar could conceptually look like that of figure 1 and,
specifically, we will discuss the design of an array antenna whose characteristics are given in table 1. A block
diagram of the array is shown in figure 2 and is discussed below.

Array Design

The specified elevation coverage of -- 0.5 to + 20 deg is small enough that the exact tilt of the array is not
critical. Splitting the coverage minimizes the number of rows, but the long range, lowest angles should be
favored for gain and for minimum effect on sidelobes. A tilt of 7 deg was selected, with elesation scanning
from -7.5 to + 13 deg.

For uniformity of rows and for realization of om sidelobes off the principal plane, a rectangular grid of
radiators was chosen. For a rectangular grid, the maximum row spacing is

S = xnhiii1

I + sin 13 deg + sin 2 deg

to avoid skirts of the grating lobe. This requires 64.6 rows. However, past lutual coupling experience has
shown that long-range coupling (coupling between nonadjacent radiators) is a critical factor in determining

•ll '"orl \%,a, ,,tpported hs thc Rome. Air t)cicopmcnt ( cnICT. I lcIronIlainicl t i, [)t,.i Haon. i-i B.aMall li " I , 51, iindci

eont rae! 110. I 19628- 78-( -1St.
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bandwidth and that coupling increases markedly near grating lobe boundaries. To a first order, eleation
changes do not affect azimuth patterns, but with edge effects, the change is only negligible to the extent that
the coupling is moderate. A modest margin around the grating lobes is adequate and is ensured by the use of
perhaps 10 percent more rows. Thus, 72 rows was chosen that, with an aperture size of 14 feet, results in a row
spacing of 2.333 in. Similar considerations result in a minimum number of columns of 56, but a safe number
of 64. In this case, long-range mutual coupling increases directly as the grating lobe is approached. If coupling
changes with frequency, a fixed divider will produce changing patterns. Thus, 64 elements spaced 2.625 inches
apart represents a margin of safety.

Figure 1. Tactical Array Comprised of Low Sidelobe Line Sources

72 FERRITE
PHASE
SHIFTER PAIRS

ELEVATION
DIVIDER DIFFERENCE

SETS
W/POLARIZER

AZIMUTH
SUM- DIVIDER

DIFF. , ./CROSSEDDIFF.- DIPOLES
€ S64/ROW

System Block Diagram for the Array "

80-0809-V- 1

Figure 2. Block Diagram of Array in Figure I

Beam scanning is called for in elevation from - 0.5 to 4 20 deg. At boresight, beamwidth provided by the
14-ft. aperture size is about 1.5 deg wide. Over the scanning range, it was calculated that the beamwidth
changes less than 3 percent. In fact, it could become desirable, and is entirely feasible, that the beam could be
broadened deliberately to save scan time at higher elevation angles. The steering commands are corrected for
frequency to the center of the instantaneous band. Only slight degradation of the beam shaFr occurs across
the instantaneous bandwidth.



3

Table 1. Specifications for an Array Comprised of Low Sidelobe Line Sources

General Tactical, lightweight,

mobile

Size 14' x 14' max.

Weight 6000 lbs. max.

Peak Power 2 kw/row

Duty 6%

Frequency 3.1 to 3.6 GHz

Instantaneous Bandwidth 200 MHz

Polarization (Switchable) LHC, RHC, V, H

Gain 40 dBi min.

Azimuth-rotating

Resolution 1.5 degrees max.

Sidelobes 1st -35 dB

2nd -38 dB

3rd -41 dB

Wide Angle -50 dB

Elevation

Scanning -.5 degrees to 20 degrees

Sidelobes -25 dB

A waveguide assembly provides low-loss and high-power handling capability for the elevation po .

divider. A monopulse network that utilizes a shared aperture for sum and difference beams was designed
yield low-sidelobe (- 25 dB or below) performance for both beams.

Switching between polarizations (V, H, RHC, and LHC) can most logically be done at three places: at the
radiating element, on the row level, or at the system input. Intermediate points within the rows are not desir-
able since the switch tolerances contribute greatly to the azimuth error sidelobes, placing severe limitations on
the devices. If switching is done at the radiators, a single power divider can be used, but this has several dis-
advantages: a large number of polarizers are needed, more stringent tolerances on each polarizer are needed,
and there are limitations in having a single polarization channel. If switching is done at the input, a single
polarizer feeds two complete divider assemblies and thus makes available the two polarization components
for weather mapping, ECM analysis, target enhancement, etc. If, however, switching is done at the row level,
only 72 polarizers are required and their tolerances only affect the elevation pattern. Two separate but iden-
tical dividers for each row are then required, though, so that the orthogonal components of each radiator can
be fed. Also, the orthogonal polarization is unavailable except by rows. An advantage in tolerances is
realized, however, since differences between dividers affect polarization purity to a minor extent, considering
the precision already required for low sidelobes. Cost and tolerance considerations thus favor switching at the
row level. The same phase shifters used for polarization diversity can also be used for elevation beam steering,
as shown in figure 3.

The specified 40 dBi gain requires close attention to minimizing loss. The phase shifters discussed above for
polarization switching and beam steering would be most likely a ferrite configuration. Other losses in the
system could be minimized by the use of air-dielectric stripline in the power divider, etc. A loss budget is
shown in table 2. It is obvious that the full 14 x 14 ft. allowable array size must be utilized in order to meet
the gain specification.
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PHASER PAIR
FERRITE

>$DIPOLES
LOGIC COMBINES
STEERING AND

x BEAMPOLARIZATION

----- STEERING

POLARIZATION
COMMAND

Location of Ferrite Phase Shifters for Elevation Scanning and Polarization Diversity

8-O09-V-2

Figure 3. Location of Ferrite Phase Shifters for Elevation Scanning and Polarization Diversity

Table 2. Loss Budget

Aperture Gain 44.56 dB

Azimuth Pattern Efficiency -1.70 dB
Elevation Pattern Efficiency - .70 dB

Steering (Horizon) - .03 dB

Ideal Gain 42.13 dB

Losses

Radome - .10 dB

VSWR - .11 dB

Errors - .12 dB

Azimuth Divider

Cables -. 17 dB

Air Dielectric Stripline - .46 dB

Polarizer and Ferrite Phase Shifter - .60 dB
72:1 Divider - Wavequide - .55 dB

Total Loss -2.11 dB

Net Gain 40.00 dB

Design of the Row

The critical unit in the above described tactical array is the horizontal line source. As mentioned, 72 of these
rows spaced 2.333 inches apart would comprise the full size 14 x 14 ft. array. Such a line source was fabri-
cated and tested and is discussed below.

The row is shown schematically in figure 4. Sixty-four crossed dipoles are spaced 2.625 inches apart along
the 14-ft. length. The upper and lower power dividers feed identical distributions to the two orthogonal
polarization components of the crossed dipoles.
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3 STRIPLINE SUBARRAYS
LEFT HALF - CONNECTED EXTERNALLY

INPUT \,ONE OF 64
INPUT~f DIPOLES

INTERCONNECTING

CABLES , ;

IDENTICAL UPPER
AND LOWER DISTRIBUTIONS

Low Sidelobe Row for the Array 80-0809-V.3

Figure 4. Low Sidelobe Row for the Array of Figure 1

The row sidelobe requirements are not as stringent as those of the full size array because of the randomiza-

tion of errors from row to row that occurs when 72 rows are used in the array. This is not to minimize the

importance of achieving a low sidelobe row, however, and to do this requires that precisely located radiators

be driven with precisely the correct power and phase for that frequency. This requires, first, that we know

what the correct phase and amplitude values are in the presence of mutual coupling and that the coupling can

be accounted for in the divider; second, that coupling be reasonably constant with frequency and elevation

scan; and third, that the power divider be frequency insensitive and that it be fabricated using precise, repeat-

able techniques.
Mutual coupling between radiators has two effects; it influences the radiator impedance, and it influences

the current distribution across the array. The former affects all radiators, while the latter affects only those
elements near the edge of the array. Both effects are a function of frequency, elevation scan angle, and
polarization. The synthesis of the theoretical azimuth distribution is interrelated with the error calculations
since varying errors are allowed at different azimuth angles. Error sidelobes are largest near the main beam,
since all errors that affect large areas are enhanced by the forward gain of the area. Certain systematic errors
affect particular sectors. This is so long-range mutual coupling (which occurs when grating lobes enter real
space) tends to make sidelobe levels rise at certain azimuth angles as a result of scanning in elevation. In an in-
finite array, azimuth is independent of elevation except for an impedance change that is constant along the
row. For a finite tapered array, the effect is very small except at the array corners or except when long-range
coupling exists. For mutual coupling between close neighbors, the amplitudes are relatively constant except at
the edge. Thus, by symmetry the coupling from the row above tends to vary oppositely from the row below.
At large distances (long range mutual coupling), however, the magnitudes can be different and not cancel,
with the result that the current distribution and pattern are altered. Figure 5, for example, shows the com-
puted sidelobe degradation for a 0.75X element spacing at 10 deg elevation steering in a waveguide array. For-
tunately, minor alterations to the distributions can eliminate the energy at these angles, as long as the element
spacing has been chosen to keep them well away from the main beam. Figure 6 shows the modifications made
o the row's theoretical azimuth distribution.

The choice of azimuth distribution, then, is a compromise. For this application, 15 dB higher errors were
allowed near the main beam than at wide angles. Even higher allowances would be useful, but the loss in effi-
ciency and resolution that would occur with ultra-low first sidelobes cannot be tolerated.

The modifications to the azimuth distribution assume a corporate-fed power divider of isolated couplers
and also assume suppression of spurious radiator modes (discussed later). Because the differences in calcu-
lated mutual coupling were not large for vertical and horizontal polarizations, a compromise distribution was
used so that identical power dividers could be fabricated to feed the two polarizations. Using this compromise
distribution, pattern deterioration due to scan and frequency change was determined for both polarizations.
It was found that sidelobes rose most rapidly at low frequencies and did so equally for positive and negative
scan angles. Consequently, the distribution was optimized at 3249.5 MHz and at + 7 deg elevation scan angle.
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GRATING LOBE
BOUNDARY

AZ CUT @ W0 EL

01.33 1.n V/.75

I Sin AZ --
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Sidelobe Enhancement at Grating Lobe Boundaries Computed for -50dB Basic Level
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80-0809,V-4

Figure 5. Sidelobe Degradation at Grating Lobe Boundaries Computed for -50 dB Basic Level

o Designed at +70
o Vertical polarization
o Use of isolated couplers & suppression of dipole post mode assumed
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Figure 6. Mutual Coupling Analysis - Vertical Polarization

Corporate power dividers, where line lengths to all radiators are kept within 0.5X of each other, are neces-
sary for the specified bandwidth. The tolerances necessary for achieving low sidelobes require the divider to

be precise and repeatably manufacturable. Further, the 40 dBi gain spec requires that the divider be low loss.
Air dielectric stripline meets these requirements. The absence of a dielectric-filled stripline lowers RI loss and

eliminates a source of phase error. The fact that the circuitry is stamped on numerically-controlled machinery
to ±0.005-in. tolerances makes it cheap to fabricate, precise, and repeatable. For applications where even

tighter tolerances are called for or where high-power capability is needed (160 kW peak or more), a computer-

controlled milled circuit is used.
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A further consideration was the type of coupler to be used in the power divider. Impedance dividers (with
no isolation) work well when looking into perfectly matched loads, and they work in slotted waveguides if the
slot impedance is known precisely. However, they are extremely sensitive to load impedance. A 1. 1:1 VSWR
changes output power ± 0.4 dB, more than the total allowable amplitude error. The fact that the dipole
radiator impedance varies with frequency and scan compounds the problem. Clearly, an isolated coupler
must be used. Frequency dispersion is another consideration. Coupling ratio and phase must remain constant
across the band in order to achieve low sidelobe performance. Several coupler types that exhibit flat
amplitude response exhibit quadrature or other non-zero phase differences at their outputs which would have
to be compensated for. The Wilkinson-type "split-T" coupler is therefore a logical choice, since its outputs
are isolated from each other and are always in phase.

The circuit layout for the low sidelobe row is shown schematically in figure 7. The 64-element row is
symmetric about its center; figure 7 shows half of the complete row. This particular layout has allowed all
coupling values to fall within the range of 3 dB to 5 dB.

A fabricated divider package is shown in figure 8 without dipoles or top ground plane attached. The 14-ft.
row is fabricated in three subarrays; figure 8 shows one of the outer packages of 16 elements. The center
package is 7-ft. long and contains 32 elements. Figure 9 shows a closeup of the stripline circuitry.
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Figure 8. Air-Dielectric Stripline Power Divider - Outboard Section of 16 Elements.
Underneath Is Another Identical Divider for the Orthogonal Polarization.

a

iSi

Figure 9. Close-U p of Divider Package

As mentioned, the stripline divider packages, both center conductors and ground planes, were stamped on
N/C machinery. Figure 10 shows the circuitry of figure 8 as it is stamped from a 0.063-in.-thick sheet of
aluminum. The frequency response of individual couplers and the accuracy to which coupling values can be
predicted is demonstrated in figures 11 and 12. Figure I I shows the response of a 3-dB coupler. Amplitude
response across a 15-percent band is flat to within ± 0.025 dB, phase difference between output ports is zero
across the band to within measurement accuracy, and isolation is 25 dB or greater. Figure 12 shows the
response of a 4.7-dB coupler. This coupler is at the extreme end of the range of coupling values in the row
divider and, thus, represents the most sensitive frequency response. Its response is, however, very well
behaved.

Since the row is a mirror image about its centerline, it was necessary to breadboard only half of the 14-ft.
row to substantiate that the distribution was satisfactory. Thus, a computer-aided design (CAD) program was
used to lay out and dimension the circuitry, with the output being a computer tape for control of the stamping
machinery. Table 3 compares the design values of the 31 couplers in the half row to the values as measured on
a network analyzer. Deviation from design did not exceed 0.26 dB for any coupler in this "first-cut" bread-
board. Of course, accuracy on the first iteration is not really the issue since the computer tape can easily be
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Figure 10. The Stamped Stripline Center Conductor of Figure 8 Before it Is Released From
its Frame. Material Is 0.063-in. Thick Aluminum Sheet.
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Figure 11. Response of a 3-dB Coupler

modified to account for deviations between design values and measured values. Repeatability from stamping
to stamping is crucial, however, and once the final computer tape is obtained, accuracy from circuit to circuit
is several times better than the accuracy of the first iteration. Figure 13 shows network analyzer data of the
response measured for the divider package of figure 8. Note that even for output ports that are - 32 dB down
from the input, amplitude is flat across the band to within 0.25 dB typically.

Aside from the corporate-fed power divider, the other major component in the row design is the radiating
element that is capable of linear and circular polarizations. Both a crossed dipole and an annular slo, radiator
were investigated. Although the slot is inherently a better radiator for circular polarization since its E and H
plane patterns are the same, nevertheless its bandwidth was found to be considerably less than that of the
dipole. Also, figure 14 shows that over the + 13 deg, - 7.5 deg scan angles we are interested in, the difference
in E and H plane patterns of the dipole is not a limit in achieving the required bandwidth.

We have found that the differences in radiator impedance can be considerable when the element is either
isolated, in a one-dimensional array, or in a iwo-dimensional array. For this reason, the dipole is impedance
matched in a fixture such as that shown in figure 15. The flared plates above and below the dipole serve as
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Table 3. Comparison of Coupler Design Values vs Actual Measured Values on First Iteration

Coupler No. Design Value Measured Value Error

(dB) (dB) (dB)

1 -3.08 -3.09 -.01

2 -3.14 -3.18 -. 04

3 -3.19 -3.11 .08

4 -3.24 -3.20 .04

5 -3.29 -3.40 -.11

6 -3.35 -3.29 .06

7 -3.41 -3.55 -.14

8 -3.48 -3.40 .08

9 -3.bO -3.57 .03

10 -3.67 -3.67 .01

11 -3.80 -3.66 .14

12 -3.99 -3.95 .04

13 -4.09 -4.05 .04

14 -4.17 -3.93 .24

15 -3.27 -3.33 -.06

16 -3.37 -3.18 .19

17 -3.67 -3.69 .02

18 -4.62 -4.77 -.15

19 -3.98 -3.98 0

20 -3.42 -3.37 .05

21 -3.15 -3.03 .12

22 -3.95 -3.79 .16

23 -3.80 -3.73 .0

24 -3.26 -3.18 .08

25 -3.60 -3.59 .01

26 -3.86 -3.78 .08

27 -4.01 -4.27 -.26

28 -4.05 -3.88 .17

29 -4.60 -4.40 .2

30 -4.44 -4.70 -.26

31 -3.20 -3.19 .01

imagc plates that present an infinite I-D array to the dipoles in the E plane. To simulate conditions in the H

plac. a computer program is used in combination with measurements on a network analyzer to measure and
account for the coupling between H-plane neighbors. The net result is the capability of matching the radiator
in a simulated environment that approximates the environment presented to a typical radiator in the two-
dimensional array.

A further consideration in design of the dipole is the possible presence of a second (spurious) mode that can
affect the radiation pattern while going undetected at the feed input. Figure 16 shows the source of such
currents on the vertical dipole support post. The input drives only the horizontal dipole "arms," but the
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Crossed Dipole Polarization Characteristics vs Scan Angle
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Figure 14. Crossed Dipole Polarization Characteristics vs Scan Angle

Figure 15. Fixture Used To Match the Dipole in a Simulated 2-D Environment
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Figure 16. Source of Moding on Dipole Support Post
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vertical component of the radiation from nearby dipoles induce curren's in the sertical support post. These
currents have been shown by anechoic chamber tests to radiate a monopole pattern. Since these induced
currents are symmetric on both conductors of the dipole post. the produce a zerc potential across the dipole
terminals and thus are undetected there. Further, whereas normal radiation decays rapidly along the ground
plane, the post constitutes a top-loaded monopole that radiates freely over the ground plane. For these
reasons, the dipole is designed to suppress this mode by presenting a high-impedance, nonresonant condition
to the vertical radiation that is coupled from neighboring radiators.

Figure 17 shows the row with dipoles attached and with the top plane cover removed. Figure 18 shows the
components of the crossed dipole. The block with four protruding posts is machined on N/C machinery. Two
of these posts are coaxial feedq for the two polarization components. The other two posts form a mechanical
support and also comprise part of the balun for each polarization component. The block itself forms the
transition from the stripline divider network to the coaxial dipole feed. The post ar,d balun impedance has
been optimized to suppress the spurious post mode. Other components showAn are the small dielectric pellets
used for impedance matching and the two printed circuit boards that form the dipole radiating "arms."

Figure 17. Row During Assembly; Opposite Side Has an Identical Stripline Network to Feed
the Other Polarization

Figure 18. Components of the Crossed Dipole for Linear and Circular Polarizations
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Corporate-Fed Arra) Error Analysis

A goal of the program was to determine the nature and magnitude of the errors involved, to allocate an
error budget that delineates acceptable tolerances during fabrication, and to determine the relationship
between sidelobe levels and error levels for both a single line source and for an array of N line sources.

Many error analyses in the past have assumed a random distribution of errors across the antenna. The
antenna pattern consequences of errors are, in fact, strongly dependent on the nature of the error and its
location. In particular, systematic errors cause large localized sidelobes, and gradual errors cause large side-
lobes masked by the main beam. Corporate dividers tend to cause errors grouped into subarrays, as opposed
to slotted waveguides which tend to have gradually changing errors. Three types of errors are significant:

* Errors with predetermined distributions that can be described by known equations. One such error is
the phase curvature due to a finite pattern range length.

* Systematic errors. One such type is the frequency variation of couplers. Every row of a multiple row
antenna has the same variation, and the errors are thereby magnified.

" Random errors. These usually result from manufacturing or material variations. They have progres-
sively less peak effect as the number of rows (N) is increased.

Corporate-fed arrays typically have a number of "identical" rows tied together by a column divider. Con-
sidering random errors, the effect on a single row is approximately N times as significant as the same errors
distributed over an array of N rows. If the error of each row is a statistical variable having an rms value of 6
times the applied voltage and if we let each row have a gain Grow and an error gain of Gerow , then the ratio of
array peak gain to array error gain is:

G
PGe (77,rN/62) (G ro / Geroid (1

where n, i's the vertical aperture efficiency (i.e.. the ratio of peak gain to the gain of a uniformly illuminated
array). Thus, the effect of these statistically independent errors is reduced by the "effective" number of rows
rN.

The error 62 is a composite of phase ((2) and amplitude (U2), which are normally independent, so that
b2 = a 2 + f2, where ( is in radians and a is a fractional voltage. To illustrate the magnitude of the errors in-
volved, we find that either 0. 1 radians or a ratio of 0.1 volts (0.9 dB) has a minor effect on gain independent
of the error distribution:

G = 10log(l - 52) -0.05dB

whereas the level of error sidelobes depends entirely on the number of independent samples or the size of the
correlated region. For the above cited errors, the sidelobe contribution Ge/G p  - 10 log (Neff/6 2) varies

trom

- 37 dB for Nerf = 50 (systematic row to row) to
- 54 dB for Not- = 2500 (random).

Equation (1) gi es the magnitude of the error sidelobe crvelope. The shape of the envelope can also be
determined. Given a Gaussian distribution of the error magnitudes with standard deviation 6, the loss in gain
is fixed, and with it, the total power in the sidelobe,.. The angular distribution of the sidelobes depends, of
course, on the spatial distribution ot the errors. for the known errors such as curvature, the distribution is
exactly calculable. For the others we can relate the spatial and angular distributions in a statistical fashion. If
the single radiator is the smallest correlated region, the error pattern in one plane is:

N

Fc(0 ) = Fd(O) y (VneJ 2 r(t + X, sin W)'X

where Fd(O) is the dipole (or other radiator) pattern in the array and V, is the ideal distribution at dipole n.
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If the errors are correlated over a certain repeated region, the summation can be reordered to first add o\ei

the region:

1e(o = Fd(O) 1 (Y02,, V,,eJ27x,,. 0 X

N regions

To the extent that the regions are identical (such Rs a row or subarray) they can be factored into a region pat-
tern Fr(O):

Fe(0) = Fd(0)Fr(O) E aVnej27r( X

N regions

This means that the various sources of error contribute a random error pattern multiplied by a region pattern.
The location errors of the physical subarrays making up the array are treated this way, using F,(O) = W (sin ')/>,
as the region pattern.

The corporate divider tends to have a particular distribution of regions as illustrated in figure 19. l'or
NE = 64 radiators, it is typical to have 1og2(64) = 6 levels of couplers with the higher levels being progrc,-
sively more important over a smaller angular region. The first level of coupler errors causes individual radiator
errors with an envelope of the radiator pattern. The next four levels affect groups of 2, 4, 8, and 16 radiators.
We can approximate these as a stepped group of uniformly illuminated regions. The last coupler (the input
coupler) is special in that it feeds two halves, and we are only interested in a symmetry. Errors common to the
halves have no effect on pattern shape, so there is only one error distribution of interest. For lo\% sidelobe
distributions, this pattern has been calculated to be approximately:

V6 = (1 - cosy)/y + y(U + cosy)/(y 2 + r2 )

where y = (rW/X) sin 8

Thus, the total error power pattern, inc ding the radiator pattern, is of the form:

Errorpowe Pin 2 (65m 2 sin ex)?

Error power = Pin 2 (+ kV 62 (2)
11_ II=I m

"here x - y/NE

4

L7 L ; i! L I

t__LL

PwIerror 'w

Figure 19. Errors in 1:64 Corporate Divider
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If the errors are randomly distributed in space, the error sidelobes far off boresight are a vector sum of
randomly phased voltages and, therefore, follow a Rayleigh distribution, even if the errors were not normally
distributed to start with. The magnitude of the sidelobe voltage level V, has a probability density:

p(V,) = -S e
o-

where o2 is equal to the error power level spread over 47r steradians:

o2 = o2/4ir

Taking into account their correl;cn, the sidelobe rms level relative to the pattern peak has a statistical
characteristic as in equation (2) or, more generally for any particular region, it varies with the dipole and
region envelopes as:

02 = Fd2(0)Fr2(O) C' 2 (3)4r -q N

Ordinarily, this error is added to existing theoretical sidelobes of level Vo . When a random vector is added to
such a known vector, the distribution of the sum has been shown* to have a probability density of:

2V (V 2 + V0
2 )

p(v,) =J LOY i (4)

where 1o is the Bessel function with imaginary argument.

This equation gives the probability that the sidelobe level will be between V and V, + dV. Integrating this
from 0 to V would give the more useful total probability that sidelobes will be below V. Unfortunately, the
solution is very difficult. For error a2 = 20 dB below Vo2 and V,2, we have the term:

(V5
2 + V. 2 )

e e - 200

fVSV° 1 lO0m/2
while I,, ( o , m! is enormous and requires several hundred terms to converge. Fortunately,

numerical solutions exist for the related problem of detecting signals in noise**. We can use these to obtain
approximate formulas for the levels, say V5 and V9, which will not be exceeded 50 and 90 percent of the time,
respectively. It S2 is the ratio of theoretical to error power, then:

V5 = (1.2 + 1.6356S - l.0073N/s)Vrr

V9 = (2.1 + 0.75S + 0.12S 2)Verr

which are accurate enough until S2 = 50, beyond which the theoretical and total voltages are nearly identical.

The above statistical analyses was used to compute predicted radiation patterns for the line source and for
the full size array (N = 72). Table 4 shows the error budget for various design, fabrication, and test phases
encountered during the manufacturing process. This error budget represents errors and tolerances that are

'I I I alt boo k "Re'I rcncc tDaia rIor Radio nriinee-r,. Sitallord Prt,,,, i c., Nes, York. N.A.: p. 992.

"i).K. IkarIon. "Radar Svltcm Ainalvs,'. Prcn Iice Hall, Inc.. -nglcwood Clif,,. New J erw pp. 13-16.
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Table 4. Error Summary

SIDELOBE
ERROR SOURCE MAGNITUDE LEVEL REMARKS

(dB)

Radome - - -64.0 Element Envelope

Array Flatness 0.005" - - -50 dB beyond real
space

Array Contour 0.035" -50.0 @ first sidelobe
-70.0 @ fourth sidelobe

Dipole Misalignment 1.00 -70.3 Near 900

Mutual Coupling 1.00/0.1 dB -70.5 Row Gain

Divider

Design Error 1.00/0.1 dB -62 Row Gain

Center Conductor 0.15 dB -64.4 Element Envelope
Manufacture 2.250

Center Conductor 0.250 -63.2 Element Envelope
Support Post

Multiple Reflections 0.500 -76.3 Element Envelope

Main Divider 0.15dB - - Subarray Envelope
Manufacture -55.3 dB Adjusted Out

2.000 Subarray Envelope
-55.3 dB Adjusted Out

Multiple Relfections 0.500 -67.1 Subarray Envelope
Network Analyzer 0.5 dB/0.50  -62.9 Subarray Envelope
Residual Error

Network Analyzer 0.5 dB/0.50  -71.9 Element Envelope
Residual Error

Temperature 1.40 - - Beam Shape

*Those with the row gain are concentrated in the azimuth principal plane.

80-0809-T-9

phsically achievable, and the calculated patterns shown in figure 20 show that this error budget ensures that
the array sidelobe levels will be within the specified levels of table I. The patterns shown here are calculated
for a 90-percent probability that the indicated sidelobe level will not be exceeded. Figure 21 shows the calcu-
lated pattern for a single line source under the same conditions as figure 20. In a later section, these calculated
patterns are compared to measured patterns of a line source.

Test Procedure for the Line Source

Fabrication and test of a single row is an economical way to demonstrate the critical unit in the full size
array. A test of this nature does, however, have serious impact on the quality of the radiation pattern. Part of
the degradation is due to the statistical averaging of errors over fewer samples. A significant part of the
degradation is due to the pattern range limitations imposed by the broad fan beam of the line source. This
problem is demonstrated by figure 22 which shows the measured patterns of a single waveguide stick and a
full array under the same test conditions.
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Figure 22. Single Stick Waveguide Pattern vs Full Array Pattern Under the Same Conditions

If a reflector is added to the line source, the statistical averaging of errors is not enhanced, but at least the
directivity of the pattern has been increased such that some of the range pattern problems associated with a
broad fan beam are lessened. This was the approach taken for testing of the line source in this program.
Figures 23 through 27 show the test setup. For the linear polarization perpendicular to the long axis of the row
(called "H-plane" polarization for our purposes here), a horn reflector 24 inches in length with an aperture
width of 12 inches was used. For the linear polarization parallel to the long axis of the row ("E-plane
polarization"), a much broader horn was used to avoid being in cut-off. For circular polarization, no horn
was used so that the two linear components would have similar gains. Also, in order to further minimize the
effects of a broad beamwidth, the patterns were taken with the row held vertically on the mount, and "half-
patterns" were recorded by rotating the. antenna skyward.

Figures 25 and 27 show the patterns formed by these horns. The 15.5 deg and 55 deg beamwidths that were
obtained in the H-plane horn and E-plane horn, respectively, are a considerable improvement for test pur-
poses over the element patterns that would have existed in that plane.

Test Results

The measured H-plane linear polarization pattern for the row at center frequency (3.35 GHz) is shown in
figure 28. Again, this is the linear polarization component that is perpendicular to the long axis of the row.
The pattern was taken with the row held vertically and rotated skyward as in figure 24. The calculated side-
lobe levels for the single line source and for the full array that were obtained using the statistical analysis pre-
viously discussed (figures 20 and 21) are drawn in for comparison. The agreement between the measured line
source pattern and the calculated pattern is fairly good. We do feel, however, that it could be improved sig-
nificantly. Most of the degradation in the measured sidelobe levels of the single stick, it is felt, were due to
random errors associated with assembly tolerances. The accuracy of the N/C stampings is quite acceptable;
the tolerances associated with hand assembly of the row piece parts probably comprised the bulk of the toler-
ance build-up. For fabrication of the full array in a production situation, proper fixturing to maintain
assembly tolerances would be justifiable since costs are amortized over many rows.
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Figure 23. The Line Source During Pattern Tests on the Ground Range

Figure 24. Horn Used to Test the H-Plane Linear Polarization
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Figure 27. Pattern of the Horn in Figure 26
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Figure 28. E-Plane Linear Polarization at 3.35 GHz for the Single Row
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Figure 29 shows the H-plane linear polarization pattern at center frequency. Agreement between the theo-
retical and measured pattern of the single row indicates that a full size array of 72 such rows would closely
approach the sidcobe specifications of table 1.

S - -- t-- - PREDICTED LEVEL FOR AN ARRAY
OF 72 STICKS; 90% PROBABILITY -

PREDICTED LEVEL FOR SINGLE

STICK;90% PROBASILITY

i~~ ~ ~~ I- - I , ----

Ii

i~ 
--------".... ,*

Figure 29. H-Plane Linear Polarization at 3.35 GHz for the Single Row

Figure 30 shows both polarizations across the 3.1 to 3.6 GHz band, and table 5 shows VSWR. It is
interesting to note the changes occurring in the calculated patterns of the line source and the array of 72 line
sources. The calculated-line source sidelobe levels are somewhat worse at the band edges due to the frequency
response of the power divider and dipoles. The calculated sidelobe levels of the full size array, however, are
considerably more degraded at the band edges than at center frequency because the power divider errors are
now correlated from row to row and very little statistical averaging takes place.

Because of limitations in time and money, several aspects of the program unfortunately remained unre-
solved to soie degree. We were not able, for example, to completely examine the circular polarization
capabilities of the line source. As discussed in the first section, polarization switching and beam steering in the
full array would be accomplished using the same set of ferrite phase shifters. For the purposes of demonstrat-
ing circular polarization of the single line source, it was our intent to use simple mechanical switching. It
became evident during tests that the switching set-up was introducing its own frequency variations that could
not be resolved in the time frame allotted. Figure 31 shows the circular polarization pattern of the line source
taken at center frequency. Certainly the potential demonstrated here needs to be pursued.

Also, although the intended frequency band of operation was 3.1 to 3.6 GHz, patterns that were taken
below and above that band showed that ihe potential for a 50 percent bandwidth exists. Figure 32 shows
representative patterns.
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Table 5. VSWR of the Line Source

Frequency (GHz) E-Plane Polarization H-Plane Polarization

3.1 1.6:1 1.58:1

3.2 1.38 2.40

3.3 1.32 2.15

3.4 1.20 1.67

3.5 1.15 1.54

3.6 1.40 1.28

-M1

Fr1 caPrt Io e

Figure 31. Circular Polarization of the Line Source at 3.35 GEz
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Figure 32. Patterns Taken Above and Below the Design Band Show Potential for a
Much Wider Bandwidth

Summary

The design of an array for a high-performance S-band tactical radar has been described that rotates in
azimuth and scans in elevation. An error analysis for such a corporate-fed array has been presented that
calculates the effect of both correlated and uncorrelated errors on the sidelobe performance of a line source
and of an array of N line sources. A line source of 64 elements has been built that demonstrates sidelobe
performance in agreement with the above error analysis. An array of 72 such line sources would be expected
to exhibit sidelobes approaching the specified - 35, - 38, -41, and - 50 dB levels (first, second, third, and
wide-angle lobes, respectively). The line source has lemonstrated a usable bandwidth in excess of 500 Hz and
has demonstrated both linear and circular polarizations.
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DESIGN OF A BROADBAND IMPEDANCE MATCHING

SECTION FOR PERIPHERALLY FED HELICAL ANTENNAS

Dirk E. Baker

(Abstract)

For applications requiring circular polarization and moderate gain over
frequency bands of up to about an octave, the helical beam antenna
remains an attractive solution. Commercially available helical antennas
generally specify a VSWR of 1.8 over only about a 20% bandwidth. It is
sometimes necessary to have low VSWR (. 1.2, say) over near octave band-
widths.

This paper describes a frequency-insensitive means of feeding the helical
antenna. Detailed measurements show that the impedance of the
peripherally fed helix differs significantly from that of its more usual
axially fed counterpart. A precise design procedure is given for an
impedance matching section which is incorporated directly into the first
turn of the peripherally fed helical antenna to convert the input
impedance to 50 2. Measured data in good agreement with design
predictions are presented to show that a VSWR 1].2 can be readily achieved
over octave bandwidths.

The downward shift in operating frequency for helices supported on
dielectric cylinders is predicted by means of the effective filling
factor. Mechanical details suitable for mass production of these antennas
are given. Using this frequency-insensitive feed designi, helical antennas
with low VSWR over octave bandwidths within the frequency range from
500 MHz to 4 GHz have been manufactured.
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I. INTRODUCTION

The impedance characteristics of axially fed helical antennas have
been treated extensively [] - [5] and the terminal resistance, R,
of the axially fed helix is given by the empirical relation R =
140 C/A Q, where C/A is the helix circumference in wavelengths [4],
[5]. For many applications a 50 Q input impedance is desired and
this is commonly achieved by the use of coaxial quarter-wave
transformers between the 50 Q line and the input to the helical
antenna [2], [3]. Kraus [6] has described a method for achieving
a 50 Q input impedance for the helical antenna by increasing the
conductor size close to the feed point at the ground plane. This
lowers the characteristic impedance of the transmission line formed
by the conductor-ground plane combination and transforms the helix
impedance to a lower value. However, the method in [61 does not
give the geometry of the impedance matching section and the conductor-
to-ground plane spacing is adjusted experimentally to achieve the
desired performance.

There has recently been renewed interest in improving the performance
of helical antennas [7] - [9]. A quasi-taper helix (consisting of
uniform and tapered sections) was shown to have improved gain,
pattern and axial ratio characteristics over those of the conventional
uniform diameter helix [7]. Experimental parametric studies of I to
8 wavelength uniform helical antennas have been used to establish
empirical expressions for the antenna peak gain and bandwidth as a
function of the helix parameters [8]. In both these studies printed
circuit microstrip transformers were used to match the helix impedance
(=140 Q) to the 50 0 coaxial input. The VSWR measured at the input
to the matching transformer was <1.9: 1 over the 650 to 1 100 MHz
frequency range used in the studies and was typically I1.5: I. A
new helical antenna incorporating a cone-shaped fully tapered helical
section at the free end provides significant improvement in the on-
and off-boresight axial ratio over that of the conventional uniform
diameter helix [9]. The helical antennas were matched using impedance
transformers; the measured VSWR was better than 1.4: 1 over a 20%
band.

From the most recent investigations of the helical antenna [7] - [9],
it is clear that a simple means of feeding the helix to achieve low
VSWR ( 1.2, say) over its entire usable bandwidth is one of the few
aspects of helical antenna design which has not been satisfactorily
resolved. This investigation describes a frequency-insensitive means
of feeding the helical antenna. Measurements show that the impedance
characteristics of peripherally fed helical antennas differ
significantly from those of their more usual axially fed counterparts.
A quantitative design procedure is given for an impedance matching
section incorporated into the first turn of the peripherally fed
helical antenna to convert the input impedance to 50 2. Measured
reflection coefficient data are presented for helical antennas
incorporating the matching section and it is shown how a simple
termination at the free end of the helix extends the high-frequency
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range of the antenna. The design is also applied to a helix supported
on a dielectric tube and measured results are given to illustrate the
downward shift of the lower cut-off frequency relative to that of a
similar antenna supported on a styrofoam cylinder. The effective
filling factor is introduced as an aid to predicting the amount of
frequency shift.

II. DESIGN OF THE MATCHING SECTION

The method described by Hecken [10) for the design of broadband
matching sections forms the basis of the present discussion and for
convenience his notation is retained. Fig. I shows a schematic
diagram of a peripherally fed helix and illustrates the coordinates
used for the impedance matching section of length Z. The impedance
matching section is a continuous transmission line (formed by the
conductor-ground plane combination) of variable impedance which
transforms the helix impedance, Z2 , to the line impedance, Z1 . At
any point along the tapered line, the desired impedance at that
point, Zc(S), is specified by (Eq. (29) of [10]):

lologe(Z2Z ) +  K iZ
lec 2 (Z2 Z) + I log e  G(B,s) (I)

where s = 2x/Z. The function G(B,s) is tabulated in [10] for
specified values of B or it may be rapidly computed ill].

The impedance change along the tapered line remains gradual and at
any point along the line the impedance may be approximated by the
characteristic impedance of a circular wire above a ground plane [123

Z (s) 60 -I 2hZcs - cosh -

c VS d
r

60 lg 2h + 2h) 2  (2)77 e d + ,4 71 -I 2

r

where Er is the relative dielectric constant, d is the diameter of
the circular conductor and h = h(s) is the spacing between the ground
plane and the centre of the circular conductor (see inset in Fig. 1).

Equations (1) and (2) define the shape of the impedance matching
section. For peripherally fed helical antennas, the helix impedance,

2, is the only unknown.
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A. Helix impedance

Extensive measurements were made to determine the terminal impedance

characteristics of peripherally fed helical antennas with pitch

angles of 120 and 14°. The experimental helices were all wound
using copper conductors of circular cross section. The conductor

diameters used were 1.8 mm and 5.0 mm corresponding to 0.0064 and
0.017 wavelengths at the centre frequency (i.e., the frequency at
which the helix circumference is equal to a free-space wavelength).
For all antenna models, the helix conductor was supported on a

styrofoam cylinder glued to the ground plane. Apart from strips of
masking tape, no other mechanical supports such as metallic centre
tubes were used during the measurements. For all measurements a

conventional circular ground plane with a diameter equal to the

helix circumference was used to back the helix.

Figs. 2 and 3 show the magnitude and phase of the reflection
coefficient on a 50 Q line for a 12* pitch angle and conductor
diameters of 5.0 mm and 1.8 mm, respectively. For the 5.0 mm
conductor a carefully designed feed finger similar to that proposed
in [3] must be used to connect the helix to the transmission line.
The length and cone angle of the feed finger were selected to main-
tain a nearly constant impedance (140 Q as computed with Eq. (2)]

from the input connector to the point where the feed finger joins
the helix conductor. If a feed finger is not used and the 5.0 mm

conductor is joined directly to the input connector (ground plane

spacing - 4.7 mm), the initial section of the helix acts as an
impedance transformer which tends to lower the measured impedance
and to increase its frequency variation (see Fig. 2). Without the
feed finger the phase (not shown) has an average value of about -15°

compared to the case with feed finger where the phase varies around
0° . A feed finger is not required for the 1.8 mm conductor since
it can be connected directly to the input and still maintain a
140 0 impedance between the helix conductor and the ground plane at
the input. For the thinner conductor the magnitude of the reflection
coefficient is somewhat larger than that for the thicker conductor

and the phase varies around -5° rather than around 0' (see Fig. 3).
From Fig. 3 it is clear that the magnitude of the reflection

coefficient decreases by only about 1 dB over the range of
circumferences C/A between 0.8 and 1.2. The magnitude and phase
reference lines for a short circuit plane on the upper surface of
the ground plane were established using the HP8750A storage-normaliser.

The helix conductor and feed finger maintain a constant pitch angle

over the entire length of the helix. At the free end, the helix
is terminated by the addition of two or more turns in the form of a
planar Archimedes spiral lying in the plane perpendicular to the
helix axis (see Fig. I). This simple termination removes the
resonant region (C/X >1.1) found in the completely uniform helix and
decreases the frequency dependence of the helix impedance for
C/IA >1.1 (see Section III for a more detailed discussion of the
effects of the spiral end taper on helical antenna performance).
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The real and imaginary parts of the helix impedance are readily
computed from the measured magnitude and phase data for the
reflection coefficient (p - IAjeJi). These calculations show
that:

(a) the terminal impedance is nearly a pure resistance, but the
resistance for the 0.0064 wavelength diameter conductor is
higher by a factor of about 1.2 than that for the 0.017
wavelength diameter conductor,

(b) the resistance variation as a function of frequency is not
nearly as large as that for axially fed helices and the
resistance decreases with increasing frequency,

(c) for the same conductor diameter, the resistance of helices
with a pitch angle of 140 is about 5% higher than the

resistance for a pitch angle of 120.

From impedance measurements on a large number of peripherally fed
helical antennas with the feed arrangements of Figs. 2 and 3, it was
found that in the frequency range corresponding to helix circumferences
between 0.8 and 1.2 wavelengths the terminal resistance, R, was within
±10% when the following empirical expression was used:

R = ohms (3)

This applies to peripherally fed helices with 12' < a 1 140,
0.8 1 C/ f 1.2, and n> 4. Equation (3) applies particularly to
conductors of cylindrical cross section with diameters, d, between
about 0.006 and 0.02 wavelengths at the centre frequency. For
thinner conductors the resistance will be somewhat higher than
predicted by Eq. (3) and for thicker conductors the resistance will
be lower. This formula (3) contrasts with that for axially fed
helices (R 1 140 C/A) where the resistance is directly proportional
to frequency and increases with frequency.
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B. Matching section profile

For the matching section design, the impedance of the peripherally
fed helix (Z2 in Eq. (2)), was taken as 150 0 (when thin conductors
of the order of 0.006 wavelength are used a value of Z2 about 10%
higher than this can give improved matching at the low-frequency
end). The function G(B,s) in Eq. (1) was selected for a design
which requires a maximum reflection coefficient of -21 dB at the
50 a input connector to the helix (this corresponds to the first
column of values in Table I of [10]). The desired values of the
impedance Zc(s) along the matching section (the "Hecken taper") and
the corresponding values of h(s) are given in Table I below. From
Eq. (2) we have

[ /,C-Z (s) ]

h(s) -f cosh r60 (4)

The values of h in Table I are computed for Er = I and d - 1.8 mm.
Since h is directly proportional to d, the appropriate values of h

for other conductor diameters can be scaled directly from this table.
For E + 1, i.e. matching taper embedded in dielectric, the values
of h in Table I must be calculated from Eq. (4) with the appropriate
value of er.

This design requires that the minimum length of the impedance taper
be 0.44 X at the lowest operating frequency [10]. The low frequency
cut-off characteristics of helical antennas have been defined [13],
[14] and a value of C/A 0.7 may be taken as being representative
of helices with 120 a 14'. This means that the taper must be
about 0.63 wavelengths long at the centre frequency, i.e. the
matching section extends from the feed point to a little beyond half
the helix circumference. From Table I it is clear that the conductor
of the matching section lies quite close to the ground plane over
the first half of the taper. Note also that the impedance at the
midpoint of the matching section, Isl = 0, is the geometric mean of
Z, and Z2, i.e., Zc(O) = V - /50 x 150 - 86.6 0. This means
that the shape of the first half of the matching section does not
change too rapidly with a change in '2 and there is some leeway in
the choice of the helix impedance Z2 . The match at the high-frequency
end is very sensitive to deviations from the desired matching section
profile over the first half of the matching section, at the low-
frequenpy end the match is comparatively insensitive to Z2 provided
the value selected is high enough. NOTE: The Hecken taper described
here represents the shortest taper to achieve a -21 dB reflection
coefficient. Longer tapers [10] can be used in an attempt to achieve
still better performance; with the matching section incorporated
into the first turn the maximum taper length is equal to the helix
circumference.
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III. EXPERIMENTAL RESULTS

Experimental results showing the reflection coefficient achieved
on a 50 Q line will be presented for two types of peripherally fed
helical antennas, these being: (a) helix supported on a styrofoam
cylinder with the matching section in air and (b) helix supported
on a dielectric tube with the matching section embedded in dielectric.

A. Helix on styrofoam

The impedance matching section in Table I was incorporated into
the first turn of a peripherally fed helical antenna of standard
design with centre frequency 1.364 GHz, pitch angle 13.80 and helix
conductor diameter 1.8 mm. Fig. 4 shows the measured reflection
coefficient.

The solid curve is for a uniform helix incorporating the matching
section at the input. The term "uniform" here refers to a helix
of constant pitch and diameter from the output of the matching
section to the tip of the free end of the helix. Above C/X= 1.25
the reflection coefficient is greater than -20 dB. The dashed
curve shows the reflection coefficient when the free end of the
helix is truncated with a two turn planar Archimedes spiral of the
form r - D/2 - k4 where r is the distance from the helix axis, D
is the helix diameter, k is a constant and p the azimuth angle.
The precise shape of the truncation is not critical for achieving
improved reflection coefficient at the high-frequency end but for
the sake of definiteness the Archimedes spiral was used. With
this truncation the reflection coefficient is <-22 dB (VSWR <1.2)
from 0.98 to 1.97 GHz. This 2: I frequency band covers the entire
usable bandwidth of the helical antenna as specified by gain and
pattern [8]. The addition of the spiral end taper has very little
effect on the reflection coefficient below C/X = 1.0 and the low-
frequency limit of the antenna on the basis of reflection coefficient
is extremely well defined.

The idea of truncating the free end of the helix is not new, in
fact Kraus [15] suggested changing the spacing of the last turn as
a method for improving the axial ratio. The most commonly used
method of truncating the helix to achieve improved axial ratio is
by the addition of a cone-shaped helical section at the free end
of the helix [7], [9], [16]. The planar Archimedes spiral end
section proposed here gives significant improvement in axial ratio
over the uniform helix provided there are more than two turns and
the minimum radius of the spiral is less than about D/6. The number
of turns will depend on the helix diameter and the conductor diameter.
For example, a four turn planar end taper maintains an on-boresight
axial ratio <0.8 dB over a wide band from C/fX 0.3 to 1.2 for a
helix with a - 120. Without the end taper the axial ratio is
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greater than I dB above C/X = 1.05 (cf. the results in [9]). Although
the planar spiral end section is not quite as effective as the fully
tapered conical section [9], it does have the significant advantage
that it does not increase the overall length of the helical antenna.
The antenna with the fully tapered conical section is 37.5% longer
than a similar antenna with a planar spiral end section [9].

B. Helix on dielectric tube

A helical antenna supported on a styrofoam cylinder is an extremely
flimsy structure; for mechanical rigidity the helix is often supported
on a dielectric tube. The presence of the dielectric can significantly
alter the operating band of the helix relative to the free-space centre
frequency.

The data in Table l were used for the matching section of a helical
antenna of standard design with centre frequency 1.073 GHz, pitch
angle 120 and helix conductor diameter 1.8 mm. The dashed curve in
Fig. 5 shows the measured reflection coefficient when the helix is
supported on a styrofoam cylinder. The reflection coefficient is
<-20 dB and the well defined low-frequency cut off is again evident.
An antenna similar to the one above was manufactured except that the
helix conductor and impedance matching section were embedded in
dielectric as shown in Fig. 6.

The groove for the helix conductor and the impedance matching section
is machined in a single operation with the aid of a numerically
controlled lathe (NC lathe). The dielectric used for the antenna
was polyvinyl chloride (PVC) with a measured dielectric constant
Er - 2.70 and a loss tangent of 0.01. The matching section data in
Table I cannot be used and the impedance taper was recalculated with
Er = 2.70 and a helix impedance Z2 of 130 0. The presence of the
dielectric lowers the helix impedance from the nominal 150 Q free-
space value. The antenna is assembled in a single operation, the
central PVC cylinder is screwed to the ground plane by means of
stainless steel screws parallel to the helix axis, the PVC tube
carrying the helix conductor slips over this cylinder and the outer
PVC ring slips over the cylinder once the conductor has been soldered
to the input connector. Radial screws at locations where they do not
influence the matching section complete the assembly (see Fig. 6 for
details, screws not shown). The conductor-to-ground plane spacing,
h, achieved using the NC lathe had a maximum deviation of +2% from
the design goal. Essentially identical antennas can be produced
by this procedure which automatically solves the problem of holding
the matching section in place.
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The solid curve in Fig. 5 shows the reflection coefficient for the
helical antenna supported on PVC. The reflection coefficient is
<-20 dB over the band of interest and there has been a downward Itift
in the cut-off frequency of about 100 MHz. This represents a
significant shift in centre frequency and there will also be a shift
in the frequency at which the peak gain occurs.

To predict the downward shift in frequency, it is necessary to
determine the effective dielectric constant, Eeff, and the effective
filling factor, F, for the air-dielectric medium surrounding the
helix. These quantities are related as follows

Ceff = ( + F(E - )) (5)

From Fig. 5 we can obtain ceff from the frequency shift and hence
F for the helix-air-dielectric configuration of Fig. 6. Thus

Cef [ fca]2 (6)eff f

c a

where fc a = low-frequency cut off for helix in air and fc d = low-
frequency cut off for helix on dielectric. From Fig. 5, taking the
low-frequency cut off arbitrarily as that frequency where the
reflection coefficient first reaches -20 dB,

E M~~~ 0.792]2.134
eff = -.61' 1.314

eff 0.691j

Therefore, with er = 2.70 we have F = 0.185 for the configuration
shown in Fig. 6. The downward frequency shift for an arbitrary
antenna is then calculated as follows: with F - 0.185 and a knowledge
ofEr for the supporting structure use Eq. (5) to obtain Ceff, then
fcd = fc a/veeff The cut-off frequency for air is related to the
centre frequency, fo, by fc a - 6fo where S has a value 0.74 for
a - 120 and 0.71 for a = 140 (see Figs. 4 and 5). The validity of
this procedure has been checked for several antennas supported on
plexiglass (Er - 2.60). For example, an antenna on plexiglass with
D = 133 mm and a = 12' has a predicted cut-off frequency of 467 MHz
using this procedure; the measured cut-off frequency was 473 MHz.
Although the filling factor, F, was 0.185 for the helix conductor
fully recessed in the dielectric tube (see Fig. 6), this value has
been found to give good results for helix conductors which are only
partially recessed. This design procedure has been applied
successfully to antennas in the 500 NHz to 4 GHz frequency range.
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As stated above, the value of Z2 chosen for matching the PVC helix
was 130 Q. This value corresponds to a reduction of the 150 Q in
Eq. (3) by a factor I/veeff. For a helix with ten turns supported
nn styrofoam and a pitch angle of 12.50 the peak gain occurs at a
circumference C/X= 1.135 and the peak gain is 13.8 dB referred to
a circularly polarised illuminating source [8]. For the 12, ten
turn helix on PVC of Figs. 5 and 6 the peak gain occurs at a
frequency of 1.06 GHz and has a value of 13.6 dB (see Fig. 7). For
the helix on PVC the free-space centre frequency fo - 1.073 GHz is
reduced by a factor I/ieV-ff to fo d = 0.936 GHz which may be regarded
as the centre frequency for the PVC helix. The peak gain should
occur at a frequency where (C/X)d = 1.135, i.e. at 1.062 GHz which
is in excellent agreement with the actual value of 1.06 GHz. The
performance of helical antennas supported on dielectric materials
can be predicted from the design data of antennas supported on
styrofoam forms (as given in [8], for example) provided the centre
frequency and cut-off frequency of the antennas supported on dielectric
are appropriately adjusted by the effective dielectric constant which
may be deduced from the effective filling factor and the dielectric
constant of the supporting material.

IV. CONCLUSIONS

The terminal resistance of peripherall-, fed helical antennas decreases
with increasing frequency and is given to within ±10% by the empirical
expression R - 150//_7 ohms for 12* < a 14, 0.8 S C/A 1.2 and
n> 4. By using the appropriate helix impedance, a table was constructed
to define the impedance values and conductor-to-ground plane spacings
for the Hecken taper which constitutes the broadband impedance matching
section. Measured data was presented to show how the addition of a
planar Archimedes spiral of a few turns to the free end of the helix
improves the impedance match for CI> 1.1 and decreases the axial ratio.
The impedance matching section incorporated into the first turn of a
peripherally fed helix achieved VSWR 1.2 over the entire usable
bandwidth of the helical antenna. The downward shift in the low-
frequency cut off of helices supported on dielectric rather than
styrofoam forms was used to deduce the effective filling factor. By
appropriate use of the effective dielectric constant, the performance
of helical antennas supported on dielectric forms can be predicted
from the design data of helices supported on styrofoam forms. Mechanical
details were presented for a ruggedised antenna where the helix is
supported on dielectric and the impedance matching section is captivated
in the dielectric.
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TABLE I : Characteristic impedance, Zc(s),and conductor spacing, h(s),
as a function of distance, s, along the impedance matching
section (helix conductor diameter d - 1.8 mm)

Isl G (B, s) zc + IsI h( IsIZ c sI h( IsI
II mm mm

0.00 0.00000 86.60 2.01 86.60 2.01

0.05 0.05473 89.25 2.09 84.04 1.94

0.10 0.10939 91.97 2.18 81.55 1.87

0.15 0.16390 94.76 2.28 79.15 1.80

0.20 0.21819 97.63 2.38 76.82 1.74

0.25 0.27218 100.57 2.49 74.58 1.69

0.30 0.32580 !03.57 2.61 72.41 1.64

0.35 0.37899 106.65 2.74 70.33 1.59

0.40 0.43166 109.78 2.88 68.32 1.55

0.45 0.48375 112.96 3.03 66.39 1.51

0.50 0.53519 116.20 3.19 64.54 1.47

0.55 0.58591 119.48 3.36 62.77 1.44

0.60 0.63586 122.81 3.54 61.07 1.41

0.65 0.68495 126.16 3.74 59.45 1.33

0.70 0.73314 129.55 3.95 57.89 1.35

0.75 0.78036 132.95 4.18 56.41 1.33

0.80 0.82655 136.37 4.41 55.00 1.31

0.85 0.37166 139.79 4.67 53.65 1.29

0.90 0.91564 143.21 4.94 52.37 1.27

0.95 0.95844 146.61 5.22 51.15 1.25

1.00 1.00000 150.00 5.52 50.00 1.23

NOTES: 1. s = 2x/z, where Z is the length of the taper

2. G(B,- s) - G(B,s)

3. Er 1.0
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FIGURE I Schematic diagram of a peripherally fed
helical antenna illustrating the matching
section coordinates and the termination
of the helix at the free end.
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FIGURE 2 :Feed configuration (a) and magnitude and phase of the reflection
coefficient (b) of a peripherally fed helix with 120 pitch
angle and 5.0 tmm conductor diameter.
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FIGURE 3 : Feed configuration (a) and magnitude and phase of the reflection
coefficient (b) of a peripherally fed helix with 120 pitch
angle and 1.8 mm conductor diameter.
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FIGURE 4 Reflection coefficient of a 70 mm diameter helical
antenna with pitch angle of 13.8' and conductor diameter
of 1.8 mm showing the effect of the Archimedes spiral
end taper.
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FIGURE 5 Reflection coefficient of a 89 mm diameter helical
antenna with pitch angle of 120 and conductor diameter
of 1.8 mm showing the downward shift in cut-off
frequency for a helix supported on a PVC rather than
a styrofoam former.
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ABSTRACT

Measurements of the swept-frequency radiation patterns for several
helical antennas indicate that the low-frequency edge of the passband
(and extending below the bandedge) is marked by the occurrence of a class
of anomalous responses which are characterized by very narrowband
fluctuations in the swept-frequency gain and axial ratio plots. Several
tapering schemes have been tested and it is shown that, in general, all
these anomalies cannot be controlled by tapering. A separate class of
anomalous responses occurs above the upper passband edge of the uniform
helical antenna. These responses are similar to those which occur at the
lower bandedge except that they can be controlled by end-tapering.
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INTRODUCTION

Several papers are available in the literature presenting the solution

of the determinantal equations which describe the infinite sheath and tape
[1,2,3] [4]

helix antennas. Recently researchers have shown that a class of

anomalous responses (characterized in the swept-frequency input VSWR plot

of the uniform helix as a series of narrowband oscillations at the upper

bandedge) occurs and that they can be eliminated by tapering the helix,

resulting in improved bandwidth and VSWR. Kraus [5 has explained that in

the so-called "normal mode" (Cx < 3/4, corresponding to f < 580 MHz for

the uniform helix used in this study) the current distribution on the

helix is sinusoidal due to a standing wave caused by an outward-travelling

and reflected T wave. In the "beam or axial mode" (3/4 < CX < 4/3,

corresponding to 580 MHz < f < 1020 MHz) the T mode is attenuated and the

unattenuated T1 mode causes a nearly uniform current distribution along the

helix. At frequencies above the beam mode (CX > 4/3) the occurrence of

higher order modes again results in a current standing wave along the helix.

However the corection between the responses reported in [4] and those

reported here and Kraus' explanation is not immediately clear nor is it

clear how end-tapering reported in [4] can be applied systematically to

control anomalous responses.

In this work we examine the measured broadband radiation character-

istics of several helical antennas (similar to those described in [4]

above) which are used in addition to theoretical dispersion curves to show

the general characteristics of narrowband anomalous responses on the uniform

helical antenna. Figure 1 illustrates the antennas considered in this

study.
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Fig. 1 Dimensions of 18-turn helical antennas. All conductors are
2mm diameter circular copper stock. Dimensions shown are
in inches. Each antenna is mounted on a cylindrical reflector
cavity, 11.25" D x 3.75" H.
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RADIATION PATTERNS

Figure 2 shows the measured gain-frequency patterns for eight 18-turn

helical antennas. For the uniform helix two groups of anomalous responses

are visible as very narrowband gain fluctuations. One group occurs near

the high frequency bandedge and, as will be shown later, is related to

the VSWR anomalies reported in [4]. This group of anomalous responses is

present on the uniform helix but does not appear on the gain-frequency

plots for the tapered-end helices. Another group of anomalous responses

occurs near the low-frequency bandedge and occupies a relatively wider

band than the first group mentioned earlier. The use of various tapering

schemes produces some change in these anomalies but, in general, all the

anomalies cannot be suppressed by end-tapering. This suggests that there

is some distinction between these two groups of anomalous responses and so

we consider each to be a distinct class which will be designated as class

A anomalies (near the low frequency bandedge) and class B anomalies (near

the high frequency bandedge).

Axial ratio measurements were made for each of the antennas and are

presented in Figure 3. In the bands containing the class A and B anomalies

the axial ratio plots show very large, narrowband fluctuations. When end-

tapering is used the class B responses are suppressed, however the class A

responses are not controlled and, in fact, become more severe.

INPUT REFLECTION COEFFICIENT

Figure 4 shows the measured swept-frequency input voltage reflection

coefficient characteristics for several of the antennas. For the uniform

helix the class B anomalies are evident and may be controlled by end-

tapering as reported in [4]. In addition, the class A anomalies, which
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were not reported in [4], are marked by very large reflection coefficients

and are not suppressed by end-tapering.

DISPERSION CHARACTERISTICS

The solution of the infinite tape helix determinantal equation for

both real and complex propagation coefficients has been carried out by

other researchers as cited earlier and is repeated in this work (for

complex propagation coefficients) using the dimensions of the uniform

helical antenna being studied. Figure 5 shows the dispersion diagram for

an infinite uniform helix having a diameter and pitch as in the experi-

mental antenna. Also included in this Figure are the frequencies at which

the A- and B-type anomalies were observed in the radiation patterns. We

note that the A-type anomalies are associated with the region of the

dispersion curve near the upper edge of the first passband and the B-type

anomalies occur near the mid to upper edge of the second passband. In

ea-ch cxse the anomalies occur in a region of the dispersion diagram where

the phase shift per cell is approximately n radians, i.e. corresponding

points on successive loops in the helix carry currents which are almost

1800 out of phase.

ANTENNA TAPERING

(4]
Wong and King have shown that various tapering schemes may be

used to effectively reduce or eliminate high frequency (B-type) anomalies

in the impedance and axial ratio characteristics. If we consider again

the dispersion curve for the infinite uniform helix we note that the

B-type anomalies occur in a region where two modes exist: an unwanted

attenuated wave whose phase velocity approaches the speed of free space
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propagation and a slow wave whose phase velocity is asymptotic to the line

a = k/sin*. The occurrence of both modes in this region and the discon-

tinuity of the phase velocity at the end of the antenna will result in a

reflection of energy from the end as has been observed on several classes

of periodic dipole antennas. 6 - 0] In these cases tapering the antenna (or

using a quasi-tapering scheme as reported by Wong and King 4 ]) causes the

wave travelling along the helix to encounter a region of reduced radius

or, referring to the dispersion curve, causes the operating point to

effectively move downward along the dispersion curve (to a smaller ka

value) away from the anomaly band. In so moving the operating point the

attenuation of the unwanted wave increases and the phase velocity of the

axial mode wave approaches that of free space, thus reducing end reflection

and eliminating the anomalies. A further result of tapering would be to

extend the bandwidth upward in much the same way as with the Yagi.
[9 ]

Considering now the A-type anomalies we note that these anomalies

occur immediately below the cutoff region of the normal mode. Tapering

the antenna has the effect of moving the operating point downward along the

curve away from the cutoff region, but in so moving the phase velocity

does not approach the free space value. Instead it approaches the

= k/sin* value, thus end reflection cannot be eliminated. Measured

radiation and input reflection coefficient patterns presented earlier

confirm that tapering does not control these anomalies.

RELATION TO SIMILAR ANOMALOUS RESPONSES ON PERIODIC DIPOLE ARRAYS

Recent research 6- 10] on the currence of anomalous responses in

the broadband radiation characteristics of several classes of periodic



12

dipole arrays has shown that these anomalies are resonances which are

characterized by very large out-of-phase currents on adjacent dipoles (or

sets of dipoles) in the array. The phase distribution curves of these

periodic dipole arrays have proven to be helpful in showing that resonances

usually occur in a band immediately below the dipole array cutoff frequency

where the cell phase separation is almost exactly 1800. Element tapering

schemes have been successful in eliminating resonances and extending the

bandwidth of Yagi arrays and the use of electrically lossy material

either in the transmission feedline termination or along the feedline

itself on log-periodic dipole arrays has proven effective in suppressing

many of the resonances on these antennas.(
6 ,8 ,11 1

The anomalous responses which have been observed for the helical

antenna are similar to the resonances on periodic dipole arrays in several

important respects:

i) they are extremely narrowband;

ii) at least several of them are dependent upon the antenna

termination in that end-tapering reduces or eliminates the

anomalies;

iii) the dispersion curves indicate that the anomalies occur in bands

where the cell phase separation is nearly 1800.

The similarity between the anomalous responses on the helical antenna

and those on periodic dipole arrays leads one to suspect that the

responses on the helical antenna are also resonances which are character-

ized by a large standing wave due to end reflection or cutoff. In order

to show conclusively that such is the case one must model the finite

length helix and examine the computed current distribution as well as the
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computed radiation patterns to compare with experimental results. This

model is presently being developed and it is expected to be a valuable

aid in the analysis and design of uniform as well as tapered helical

antennas.

CONCLUSIONS

Measurements of the broadband gain-frequency plots of several helical

antennas have indicated the occurrence of several anomalous responses which

are characterized by very narrowband variations in gain, axial ratio and

input impedance. The dispersion characteristics of the infinite uniform

tape helix are obtained by solving the helix determinantal equation and

are used to show that the observed anomalies occur when the loop (cell)

phase separation is nearly 1800. It has been shown that end-tapering

may be used to eliminate anomalies at the upper bandedge of the antenna,

however the anomalies near the lower bandedge are not generally controlled

by tapering. Similarities between the anomalies on the helical antenna

and the resonant behaviour of periodic dipole arrays have been pointed out.
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INTRODUCTION

A short monopole over a highly-conducting ground has a capacitive input

impedance with a small real part. In general, a great deal of tuning is

necessary for this type of antenna, in the form of reactance cancellation and

resistance transformation.

However, the short monopole can be made self-resonant by adding a hori-

zontal wire at its top, making the so-called "inverted-L antenna". At reson-

ance, its input resistance is about four times higher than the real part of

the input impedance of the monopole itself at the same frequency. Still, it

is far from the 50 ohms of a standard cable and a tuner is necessary to match

the antenna to the transmission line.

It is shown in this paper that by adding one or two more wires to the

inverted-L antenna, one can increase significantly the input resistance at

resonance without degradation of the efficiency. Moreover, in some cases,

an increase in the bandwidth of the antenna can be obtained.

This work was supported by the National Sciences and Engineering Research

Council of Canada, under Grant A-4140.
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REVIEW OF THE INVERTED-L ANTENNA

The widely used inverted-L antenna has been thoroughly described by

King and Harrison [1969]. It consists of a quarter-wavelength monopole bent

at 90* at some distance H from the ground, as in Fig. 1.

L

Fig. 1 Inverted-L antenna

The first resonance occurs when

L + H z X/4 (1)

The radiation resistance, when H<<L, is given by King and Harrison [1969] as

R 60 82 H2  sin8L

s = (1- 28L (2)

where a = 27/X.

Using a thin-wire program from Richmond [1974], one can compute the in-

put impedance and the power gain. In Fig. 2c, the input impedance, as compu-

ted, is plotted on a Smith chart for the antenna in Fig. 2a. The wire is

made of copper and its diameter is 0.81 mm. The antenna is fed with a 50-ohm

transmission line. Fig. 2b shows G versus frequency where G is the powerZ Z

gain in the horizontal plane minus the mismatch loss in the 50-ohm transmis-

sion line. One notices that the resonance occurs approximately at 500 MHz

as predicted by (1). The resistance at resonance is about 12 ohms. The ef-
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ficiency at 500 MHz is 98.5% as computed by the program. Figure 2d shows

measurements of the impedance; the agreement with the computed impedance is

within 15% while the resonant frequency is predicted to within 2%.

A simplified circuit model for the inverted-L antenna is the series RLC

circuit in Fig. 3,

IC

source I antenna

Fig. 3 Simplified model of an inverted-L antenna

where Ra is the radiation resistance and Rt is the loss resistance in the

wire.

THE F ANTENNA

The working principle of an F antenna is the same as tapping into a

parallel-resonant circuit or a half-wave transmission-line resonator.

C D

B E
A

Fig. 4 F antenna
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In Fig. 4, the segment DCBE will resonate when its length is about X/2.

The generator is connected by AB somewhere close to the center of DCBE. When

the resonance occurs, a strong current flows in CB which produces the desired

radiation. However a smaller current flows in AB and the generator sees a

larger resistance than it would see without BE.

In Fig. 5, the computed input impedance and gain G are plotted for onez

particular case, along with the impedance measured in the laboratory. One

notices that the impedance curve is characteristic of coupled resonators. The

input resistance at 540 MHz is about 50 ohms as desired. G has increased byz

almost 2 dB at its maximum but the bandwidth is smaller. The computed effi-

ciency at the maximum gain frequency is 97.2%, a decrease of 1.3% compared

to the inverted-L antenna.

Fig. 6 shows a comparison of G for an F antenna with G for an inver-Z Z

ted-L antenna using a perfect transformer to match it to the transmission

line. It can be seen that the gain and bandwidth are almost the same but

the F-antenna curve shows some asymmetry.

The thin-wire computer program gives the currents in the wires. It is

found that, at resonance, all currents are in phase in the directions in-

dicated in Fig. 7 below.

C 
D

B E

Fig. 7 Currents in F antenna
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The current in the generator is smaller than the current in BC as expected.

A simplified circuit model of the antenna is given in Fig. 8.

50M R a + RL L

Ix C

O I I - -

C 
CI T x

source I Lower I Inverted-L antenna
segment I

Fig. 8 Circuit model of F antenna.

The bottom wire is represented by the two components L C in parallel with

the inverted-L antenna. The radiation and loss in the lower segment are neg-

lected. One can show easily that L C shift the natural resonant frequencyx x

of the inverted-L antenna up or down depending on their values. The larger

the shift, the larger the input resistance will be.

It is found experimentally and theoretically that any input resistance

can be obtained by adjusting the length of the bottom wire but this is at

the expense of the bandwidth.

THE DOUBLE-F ANTENNA

An extra wire can still be added to the F antenna in order to obtain

even better performance. This is what we called a "Double-F antenna" as illus-

trated in Fig. 9.
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Fig. 9 Double-F antenna

In Fig. 10, an example is given where it is attempted to obtain a constant

VSWR throughout the passband. Compared to the inverted-L antenna, the Double-

F antenna has a high gain G and larger bandwidth. Compared to the F antennaz

it has larger bandwidth but smaller gain.

The analysis of the currents in the antenna explains how the increased

bandwidth is obtained. Let us assume that FB is larger than BE. The first

resonance occurs when FBCD is about half a wavelength long. The next res-

onance occurs when ABCD is about a quarter of a wavelength long and the last

one, when EBCD is about half a wavelength long. These three resonances com-

bined together yield the exceptional bandwidth obtained. It is noticed that

two of the resonances are similar to the one in the F antenna and that the

second resonance is similar to the inverted-L antenna. Therefore, both F-

antenna-type resonances have an adjustable input resistance but not the other

one.

A simplified circuit model of the Double-F antenna is the following:
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Fig. 1a Double-F antenna

Thi s ms equivalent to a double-tuning of the antenna. It can be easily seen

that L C and L C short the generator at their own resonant frequencies and

thus they impose limits on the bandwidth of the system. The resonance of

L C L C combined is equivalent to the resonance with FBEa/2. However, it

does nt appear on the graphs because it has a very high impedance which is

in parallel with the compaatively low impedance of thtt inverted-L section.

Fig. 12 shows a higher Double-F antenna. The power gain and the band-

wi,.b are increased compared to the previous antenna in Fig. 0. Te bottom

w res must be close to the ground it the antenna is to function properly.

However, these wires do not have to be tied together. By changing their

heights above the ground it i;, ossible to get a better match of the antenna

to the transmission line. Fig. 3 shows an example where a smaller VSWR
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than before is obtained. The gain is as good as an F antenna but the band-

width is larger.

The F and Double-F antenna can have their horizontal segments wrapped

in their respective horizontal planes without affecting greatly their fre-

quency response. A loose wrapping decreases the bandwidth and increases

slightly the gain G due to less radiation in unwanted directions by thesez

segments. However, a tighter wrapping will decrease G due to a decrease inz

the efficiency caused by the proximity of the wires.

CONCLUS IONS

In this paper, it is shown that the F-antenna can replace advantageously

the inverted-L antenna because of its higher input resistance. The Double-F

antenna is shown to have a larger bandwidth than either the F or the inverted-

L antenna and a higher impedance than the inverted-L antenna.
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GLOBAL POSITIONING SYSTEM MONITOR STATION ANTENNA
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INTRODUCTION
A ground station antenna has been designed to enable the hemispheric recep-
of Space Vehicle generated signals in the L-Band region (1.227 and 1.575 GHz)
while simultaneously rejecting multipath signals arriving from below the
horizon. The antenna type, a modified turnstile antenna, was selected for
development from among various candidate antennas because of its simplicity
in electrical design and mechanical construction, its ease of development, and
its low initial and production costs.

The objectives of the Monitor Station Antenna can be summarized as follows:
The antenna element is to be contained within a volume 5' in diameter and 3'
in height and weigh less than 50 pounds. The antenna is to remain in opera-
tion worldwide in an ambient temperature range of -42* to +52*C with wind
velocities of up to 60 meters per second and precipitation rates of up to 10cm
per hour. The antenna can be protected by a radome and use up to 3KI of heat-
ing elements to keep the radome, radiating elements, and ground plane clear of
snow and ice.

The antenna performance is to fall within the limits of gain shown in Figure 1
when illuminated by a right circular polarized signal of 2dB maximum axial
ratio at 1227 ± 20MHz and 1575 ± 20 MHz, and its phase center is to remain
within ±2cm over 150 to 900 in elevation and for any azimuth.

DESIGN ALTERNATIVES
Many candidate antennas were considered among which were: Combinations of
monopole and turnstiles, crossed cavity backed slots, microstrip patch antennas,
quadrifilar and conical helics, volute antennas, hybrid spirals, and the
horizontal turnstile.

From the list of candidates, a modification of the horizontal turnstile was
selected because of its' extreme simplicity and because it had the best over-
all marks in a parameter study performed by the author and summarized in
figure 2.

DESIGN PROCEDURE
The basic radiating element is a dipole constructed from two equal lengths of
.141 diameter semi-rigid cable with th6 outer conductor stripped from the
end of the cable and the cables bent to form a sleeve dipole as shown in
figure 3. The two transmission lines are soldered together and brought behind
the ground plane where they are connected to a 1800 hybrid to provide the
balun for the dipole.

A dipole placed 1/4X above the ground plane does not provide sufficient cover-
age to satisfy the "hemispherical" coverage requirement of the objectives, nor
is the E and H plane patterns close enough to being equal to satisfy the
eliptical polarization requirements of the objectives.

The first step in broadening the E plane pattern was t- bend the arms toward
the ground place to simulate more of a loop effect. This was not sufficient to
obtain the desired result so the eiemen was raised above the ground plane
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to almost l,2 wavelength to flatten the E plane pattern and direct the energy
more toward the horizon. The results are shown in figure 4.

The circular ground plane size was selected at 56" to give maximum multipath
rejection from below the horizon and represents a compromise between back lobe
suppression and wind and de-icing surface area.

After the single dipole was developed for pattern, impedance match was examined
in order to produce the lowest insertion loss. Since the dipole is to be fed by
a hybrid, any reflected energy would end up in the termination and the input
VSWR would appear to be that of the hybrid. If the antenna element itself had
a large VSWR, the resulting gain loss would be equal to the transmission loss
associated with that VSWR. Thus, the VSWR of the antenna element must be less
than 1.5.1 to keep the VSWR loss less than 0.2 dB.

The impedance of each half of the sleeve dipole was measured by using two iden-
tical slotted lines between the 180* hybrid and the dipole as shown in figure 5.
The len.gth of the sleeve dipoles were adjusted slightly to match the low end
of the band and the resulting impedance at a reference plane below the ground
plane as shown in figure 6.

Examination of the curve shows that the two frequencies of interest 1227 and
1575 Hz can be impedance matched by a low impedance transformer that is
approximately 1/2 long at 1227 and almost 3/4 long at 1575 unaffecting the
VSWR. at 1227 while matching 1575. A 25 ohm transformer was selected because
it was the closest comercially available transmission line that would accomp-
lish the desired results. The impedance after matching is shown in figure 7.

The design procedure is now almost complete, only requiring the addition of
the second dipole. This is a simple matter and the complete turnstile can now
be constructed using 4 equal lengths of transmission line with the outer con-
ductors stripped off and thz ands all bent downward in an identical manner as
was done for the single dipole. The 4 outer jackets are then soldered together
and brought below the ground plane. There, the four 25 ohm transformers are
connected in place and the outputs are connected to two 90* hybrids which in
turn are connected to one 1800 hybrid. The output of the 180* hybrid is brought
out through t e pipe support which houses the hybrid and matching network and
supports the ground plane. The complete schematic is shown in figure 8 and the
antenna is shown in figure 9.

The patterns of each band recorded using a RHCP transmitter is shown in figure
10 and 13 and the final VSWR is shown in figure 14. The phase center pat-
terns are shown in figure 15 and 16.

Besides the simplicity of the electrical design and ease of construction, an
additional advantage of this design is that it does not require a radome and the
whole antenna can be de-iced by heating the ground plane and the dipole outer
conductors. The tight fit of the outer jacket of the cable to the teflon and
the teflon to the center conductor provides a water tight seal preventing
moisture from entering the dipole.
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CONCLUSION
A simple, inexpensive, easily manufacturable antenna has been constructed from
four pieces of .141 semi-rigid cable, 3 .hybrids, a piece of pipe and a hand-
ful of connectors. This antenna satisfies the requirements of the global posi-
tioning system monitor station antenna. This antenna prototype has been in
operation in Sunnyvale, California and in Gaithersburg, Md. since February 1980
and has provided a steady multipath free signal from satellites from rising
to setting from about 5* above the horizon.

-- imm~iImmJlil aii iniI I~iII I I I I
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GPS Monitor Station Antenna Trade-Off

Parameters

Phase Single Ground Ease of

Candidates Coverage Rejection Stability Antenna Plane De-icing Reliability Cost

Vert Array/Turn Good Fair Fair No No Fair Medium High

Monopole-
Turnstyle Good Fair Good No Yes Fair Medium Medium

Crossed Slot Fair Fair Excellent Yes Yes Fair High Low

Microstrip
"Patch" Fair Fair Excellent No Yes Fair Medium Low

Quadrifilar t,
Helix Good Fair Unknown No No Good Medium Medium-

Low

Conical

Spiral Fair Fair Poor Yes No Good High Low

Horn Fair Fair Excellent Yes No Fair High Medium

Horizontal
Turnstyle Good Fair Good Yes Yes Good High Low

Volute Fair Poor Unknown Yes No Good High Low

Hybrid
Spiral Good Fair Unknown Yes Yes Fair High Low

Figure 2. Parameter Study Summary.
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Figure 3. Basic Sleeve Dipole.
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Figure 5. Two Slotted Line Impedance Measurement.



9

gIWATHCHART FOR &l-OP~ig9.MI KAY £LECCNC COMPANY. PiNC qptOOmrm N. 014 O4NCI ATE

IMPEDANCE OR ADMITTANCE COORDINATES

C4.4

aC'T C .0f -A CZC S @if&

,~~~~~~~~,~~~ , a a a a a,, , 
i a , a . a a

0.0S I a a a 23 t a 4 V."a

Figure 6. Impedance of Dipole Half before Matching.



10

NAWE : PsTLE OUG. NO

SWMH ART WOWASZ.OSPA(.Wir lAlY EIECTRIC 06NY~NCE 940OA-.4 . 01944 POINTED IN USA 'E

IMPEDANCE OR ADMITTANCE COORDINATES

774iz

tbo'. OCALI 2amr~

a a s t * a.Q* -- ~z

b 0 @01 * S * SI :,

Figure 7. Impedance of Dipole Half after Matching.



Dipole Half

7Ground Plane

25EI Transformer

900 HYB 900 HYB

1800 HYB

Input

Figure 8. Antenna Schematic.



12

56" Dia

Turnstile Ground Plane

Type "N"

36"High pieBracing

Flange Mount

Figure 9. Complete Antenna.
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Final Data With Hybrid And Cable 2/23/80

Freq VSWR

1207 1.15

1227 1.11

1247 1.15

1555 1.19

1575 1.09

1595 1.05

Figure 14. Final VSWR.
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DESIGN OF TRANSVERSE SLOT ARRAYS FED BY BOXED STRIPLINE *

P.K. Park" and R.S. Elliotttt

Abstract - A design procedure is presented whereby the lengths and offsets of

an array of transverse slots can be determined, in the presence of mutual

coupling, when the slots are excilted by a boxed stripline and when pattern

and input impedance are specified. The design is based on two sets of simul-

taneous equations. One set relates the TEM scattering off each slot to the

field distribution in the slot, in the manner of Stevenson. The other set

relates the stripline-fed slot array to an equivalent, properly loaded slot

array, center-fed by two-wire lines, whose mutual impedance terms are easily

calculated. The procedure is illustrated by the design of an eight element

linear array. Experimental data in support of the theory is offered.

Introduction - An earlier paper [1] described the'design procedure for

determining the dimensions of a longitudinal slot array fed by boxed strip-

line when pattern and input impedance are specified. A slot module for that

configuration is shown in Figure 1. The slot is on the centerline of the

broad wall and thus cannot scatter a TEl0 mode. This permits the transverse

dimension cf the box to be larger, as a consequence of which the slot is

enough shorter to allow modules to be placed in tandem to form a linear array.

Slot excitation is governed by the tilt of the strip as it passes under the

slot. The phase of excitation is governed by slot length. These two para-

meters, slot length and strip tilt, are used to excite each element of the

*This work was sponsored by the U.S. Air Force.
tSenior Staff Scientist, Hughes Missile Systems Division, Canoga Park, CA

91304. Post-Doctoral Research Engineer at UCLA.

'Professor of Electrical Science, University of California, Los Angeles, CA
90024. Consultant to Hughes.
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array with the proper amplitude and phase needed to produce the desired

pattern, and with the sum of the back-scattered waves off the individual slots

corresponding to the desired input impedance. Mutual coupling must be con-

sidered if good performance is expected, particularly when boxed striplines

are placed side by side to form planar arrays. The design procedure takes

this effect into account. A ten element linear array has been designed,

built, and tested using this approach, and gave good agreement with the

theory [1].

The module for a transverse slot fed by a boxed stripline is consider-

ably different in appearance and is shown in Figure 2. The strip is seen to

be offset, but parallel to a side wall, and passes underneath the slot near

the slot's extremity. This is to make the coupling light enough to be in the

dynamic range normally needed for array applications. The excitation of the

slot in amplitude and phase is governed by the length of the slot and the

offset of the slot relative to the strip. The design problem is to determine

these two parameters for each slot in an array in order to achieve, in the

presence of mutual coupling, the desired pattern and input impedance.

A sequence of plate-through holes is seen to be placed near the exit and

entry ports of the module, which is normally dielectric-filled. The result-

ing curtains of metal pins effectively isolate adjacent modules from each

other internally, except for the TEM mode. Thus only external mutual coupling

needs to be considered.

The next section of this paper is concerned with the establishment of a

theory which explains the behavior of families of these transverse slot

modules. This is followed by the presentation of experimental data on a

single module and then by a description of the design of an eight element

linear array of transverse slots fed by boxed stripline.
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Theory - The anaiysis for the transverse slot case parallels to a considerable

extent what has already been presented for the longitudinal slot case [1].

The basic module, shown in Figure 3, is a two-port device, the ports being

at z = ±XTEM/2, with X TEM the wavelength of the TEM mode. No loss in gener-

ality occurs if the ports are taken at the positions z = ±XTEM' shown dotted

in Figure 3, because relations between the two sets of ports involve simple,

known linear transformations. With this convention adopted, the equivalent

th
circuit for the n module is shown in Figure 4. The slot is modeled by a

series impedance because scattering off the slot is asymmetrical.

This equivalent circuit is based on the assumption that all higher order

modes are negligible at z = TEM /2, partly due to the box size, and partly

due to the two curtains of metal pins. To the extent that this is true, the

fields at z = +X TEM/2 are TEM, consisting generally of waves traveling in

both directions. These TEM'fields will be represented by the voltage/current

pair (V ,I) aS. the input port z = -XTEM A load impedance Z is placed at
n n/TM n

the output port z = +ATEM" This impedance can represent whit the n module

"sees" looking down its branch line at all the slots beyond, or could be an

appropriate termination, such as a short circuit.

A th
The active impedance Zn , Which represents the n slot in the equivalent

circuit of Figure 4, is an important parameter in this analysis. Its meaning

can be appreciated by considering the inter-relations among all the slots.

To account for mutual coupling, one can write

N
vn = I z (1)
n Zj m nm

m=l
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in which Z is the mutual impedance between the ports n and m. Z is thenm nn

self impedance seen at port n, that is, the input impedance when all other

input ports are open circuited. Thus

Z - Z +ZL (2)nn n n

with Z the value that ZA assumes when all other input ports are open cir-n n

cuited. Zn is commonly called the self impedance of the nth slot.

Generally, the input impedance at the n th port is given by

V N IN IIN I

in = = Z nm m Z + Z L + m Znm (3)
nml n mfl n

in which the prime on the summation sign means that the term m-n has been

excluded. It follows that
N

zA = z N Z + Z + B (4)
n n E Inm n n

m=l

In words, equation (4) states that the active impedance at the terminals of
th thB

the n module equals the self impedance of the n slot plus a term ZB which
n

accounts for mutual coupling. This latter term is a summation that involves

not only the mutual impedances between ports, but also the relative currents

at the different ports. As the analysis develops further, it will be seen

that ZA is decisive in determining the amplitude and phase of the electricn
th

field in the n slot. Since the latter is dictated by the desired radiation

pattern, ZA is a y parameter in array design.
n

A justification for the equivalent circuit of Figure 4 lies in the

assumption that the electric field distribution in each slot is entirely
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Z-directed. In this case, the back-scattered wave B and the forward

scattered wave C are related by the expression [2]

l s lot H dS
B = -C Lt z TEM~x (5)

2 TEx HTE* lz dS

0 0

with a and b the transverse box dimensions. ETEM and HTEM are the fields

associated with a TEM mode of unit amplitude traveling along the boxed

stripline.

The slot voltage distribution can be connected to the electric field

distribution in the slot by the defining relation

w/2

V() = f E( ,z)dz (6)
!- / z

with w the width of the slot and an x-directed variable measured from the

center of the slot. It will be assumed that V( ) is expressible in the form

V(e) = V Ssin~k (£II](7)
s

In(7) Vs is the peak slot voltage and k is a wave number determined by
s

experiment (k s ir/2, with 2X.. the resonant length of the slot).s5e res

The field distribution H TEM,x(x,y) has been found (31 for the case of

a strip which is R-centered in the box but at an arbitrary height in the

y-direction. That solution has been used to approximate H TEM,x(X,y) for a

strip which is neither x-centered nor y-centered in the box. This has been

done by assuming that the field to the left of the strip is the same as

though the right side wall were moved so as to be the same distance from the

strip as the actual distance between the strip and the left side wall. A

similar artifice was used to approximate the field to the right of the strip.
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With Eslot and represented as just described, equation (5) can

be evaluated numerically. The back scattering coefficient B will clearly

depend on s, the offset of the slot edge from the strip centerline, and 2Z, the

slot length. Expressly,

V' sinks(Z-IC) HITEM, x (+s+a'-Z,b)

B(s,2.) - Vs  (8)
a b

2 ETEM x TEM dS

o o

V f(sZ)

Anti-symmetric scattering typified by (5) is consistent with the equiva-

lent circuit of Figure 4 and can also be expressed in the form

B- -C - LZAZ (9)
2 nn

with In the mode current at z-O, and thus also at z- -X TEX When (8) and (9)

are combined, the relation between the mode current I and the peak slotn
voltage Vs is established, viz.,

n
2fn(sn 2)

- n n, VS  
(10)

n ZA n
n

In slot array design problems of this type, Vs is governed by pattern
n

requirements. For a standing wave array, I will be common to all slots in
n

any branch line. Equation (10) is the first of two basic design equations
needed to determine the slot length 2Z and the-slot offset s for each slot

nn

in the array.

The second basic equation arises from a consideration of external mutual

coupling. To initiate this development, it is desirable to link the stripline-

fed slot array to an equivalent array of slots fed by two wires. To accomplish

this linkage, assume first that the stripline-fed slot array is imbedded in an

infinite planar ground plane. Next, imagine an identical array of slots in an
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infinite ground plane, but center-fed by two-wire lines, and radiating into a

half-space. If the same slot voltages Vs are established in both arrays,
n

th
since the field distribution in the n slot is essentially the same for the

two methods of feeding, the half-space radiation patterns will be the same.

(Small element pattern differences will have negligible effect for large

arrays.) However, the impedance characteristics of the two arrays will not

be the same. The reason for this is that the stripline-fed slots cause higher

order mode internal scattering which contributes to the reactive component of

Z , and which is dependent on slot offset s . A similar effect does notnn

exist in the equivalent array. To model this effect, one can place a load

admittance Y2WL across the terminals of the corresponding two-wire center-
n

fed slot. When this is done, the circuit equations for the two-wire slot

array are given by

N

I2W = 
V s sink 2W ()

n M.. s sm nin
m=l

in which the superscript 2W stands for two-wire. In (11), Y2W (with m#n) has'nm

its customary meaning, being the mutual admittance between slots m and n when

they are center-fed by two wires. This is a quantity which can be computed

readily from well-established formulas.t

tUse of Booker's extension of Babinet's principle [4] yields the result that

Y 2w = (2/n 2)z2W with n the impedance of free space, and Z2W the mutual impe-
nm nm nm

dance between equivalent two-wire center-fed strip dipoles which are radiating

2W
into a full ace. Z is calculable from fairly simple integrals [5].int a ull, ce. nm
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The term Y2W which appears in (11) stands for the loaded self admittance
nn

th
of the n two-wire center-fed slot, 

i.e.,

y2W = y2W + y2W,L (12)
nn n n

in which Y2W is the conventional (unloaded) self admittance.n

The load Y2W,L must be selected so that the complex power flows in then

two arrays are properly related. This means that the equation

1 1(1 zA * 1 Vs sink £ 1 2W* (13)

in(n n T n s n n

needs to be satisfied for every n, for otherwise the impedance characteristics

of the two arrays will not be the same.

In (13), the left side refers to the complex power flow at the cross

section z-0 in the stripline-fed slot array. (It is important to remember

that I is the mode current.) The right side refers to the two-wire center-n

fed slot array.

Multiplication of' (10) by its complex conjugate gives

I I*zA*zA 4f f*VV (14)n nn n n nn n

From (13),
I2W*

Iz A* v sin2 k n vS * sn2k y2W,A* 15)
n n n n n sn nn s n n

n s n

2W th

in which Y 2W,A is the active input admittance of the n two-wire center-fed
n

slot.

If (14) and (15) are combined, one obtains

zA 41f n1 2 41f n/sinkskni 2 (16)
sin2k £ Y2WA* 2W* +S* 2W*

s n n Y + V Vsink 9 Y
nn m sm nm

m- VS* sink Z
n s n
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For the case of a single isolated slot, (16) reduces to

41f n/sinksZn 2 2W* 4If n/sink s n12

n 2W* or Y n (17)

y n
nu

with Z the self impedance of the stripline-fed slot. Substitution of (17)n

in (16) gives

ZA 4 4f 1 sink sZ ni 2 (18)

41f /nsinkl Z 
V 2

4 / k V sinks m  ,
Z n V s * sink Zm-i n s n

Equation (18) is the second basic design equation. Used in conjunction

with (10), it permits determination of the slot dimensions needed to obtain a

specified pattern and input impedance.

The Design Procedure - The foregoing theory can be used to design one and two

dimensional arrays of stripline-fed transverse slots, with either resonant or

non-resonant slot spacings. For simplicity, the procedure will be described

for the case of a linear array with resonant spacing.

Assume that the self impedance function Za (s n,Zn) is known either through

theory or experiment. (This subject will be treated in the next section.)

Recall that the function f (s Z ) is known from (8), and that Y is calcu-
n n n am

lable if Z , Z, and the relative positions of the two slots are known.

The design process can be launched by assuming a starting set of slot

dimensions (s n,Z n ) for every slot in the array. (This could be the set that

would apply in the absence of mutual coupling, or it could simply be the set

which places the center of each slot on the centerline of the broad wall, with

each slot of resonant length. The starting dimensions are not critically

important, because the process must be iterated and its convergence is
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insensitive to initial conditions.) With the starting slot dimensions known,

the relative positions of all slots are also known, so Y can be computed fornm

all n and m (nm). With the pattern specified, Vs is known for all n, and
n

thus a starting value can be computed for the series.

N 'V s * sink Z
- s (19)

m-1 V nsink s X

A study of (18) reveals that, if ZA is to be pure real
n

f 4fn/sinksIn 12 = 
(20z n - tn (20)

Since fn (s ,n n) and Z n(S nn ) are known functions, a computer search can be

undertaken for the couplet (S n, ) which satisfies (20). One finds that thenn

solution is a continuum of couplets. Similarly, there is a continuum of coup-

th
lets which satisfies (20) for the m slot, etc.

For a given couplet (9 n zn) which satisfies (20), there is a unique

couplet (s ,Mm ) which not only satisfies (20) but, in conjunction with the

given couplet (s n ), also satisfies

f n(s n2 z) f m(s ,2 )tmfn V n s m(mA m V (21)
L n ZA m

n m

Equation (21) has been derived from the other basic design equation, (10), on

the assumption that I = Im , since this is to be a resonantly spaced linearn m

array.

Equation (21) can be used to "pair-up" compatible couplets, thus creating

famities of slot dimensions which simultaneously satisfy (18) and (21). If

an input match is desired, one must choose the famity for which
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Zn = Z (22)

n=l

with Z the characteristic impedance of the stripline.
0

The procedure must be iterated because the new slot dimensions provide

the opportunity to refine the calculation of/. The process usually con-

verges rapidly, with two or three iterations sufficing.

The Self Impedance Function Z n(s ,n9n ) - The self impedance as a function of

slot length and offset can be determined theoretically (e.g., using the method

of moments), or it can be determined experimentally. We chose the latter

course and constructed a test module. The boxed stripline dimensions (cf.

Figure 3) were a = 3.45", b = 0.25", ' 2.60", b' - 0.125". The strip was

0.1764" wide and the box was filled with teflon/glass for which 6 = 2.5.r

The characteristic impedance of a stripline of these dimensions is 50 ohms.

The radiating slot had a width of 0.25" and a variable length. A cur-

tain of plate-through holes was placed 2" on each side of the slot. The

holes were 0.25" in centers with the holes nearest a side wall 0.35" from the

side wall. Three holes were eliminated to permit passage of the strip.

Z(s,l) was measured at a sequence of frequencies using an automatic net-

work analyzer. Typical results are shown in Figure 5, for a frequency of

1.75 GHz. One can observe that for a given offset the impedance passes

smoothly through resonance as the slot length is varied. It is a simple mat-

ter to polyfit this data to provide a functional representation of the self

impedance.

It was hoped that Z(s,Z) would be a well-behaved function at the fre-

quency which places the two curtains of plate-through holes exactly one quide
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wavelength apart, since this would halve the number of curtains needed in an

array. For our test module, this would occur at 1.87 GHz. However, the data

at that frequency was poorly-behaved, as can be seen from Figure 6. Apparently

the higher order mode resonances which can occur at that cavity size intro-

duce effects which are undesirable, and we concluded that this situation

should be avoided.

An Eight Element Linear Array - The experimental data shown in Figure 5 has

been used to design an eight element, resonantly spaced array, for operation

at 1.75 GHz. A 20 dB Dolph-Chebyshev pattern was prescribed, together with

an input match. Feeding is to be via a coaxial Tee at the center of the

array.

The design procedure described earlier in this paper has been employed

and yielded the slot dimensions shown in Table 1. The active and self impe-

dance of each slot is depicted in Figure 7 and provides graphic evidence of

the effect of mutual coupling.

At this writing, an array is being fabricated to the dimensions shown

in Table I. It is hoped that experimental data on the performance of this

array will be available at the time of the symposium.

Conclusions - A design procedure has been established which is applicable to

arrays of transverse slots fed by a dielectric-filled boxed stripline. Experi-

mental data giving the self impedance of a single module as a function of slot

dimensions has been obtained. This has been used to design an eight element

linear array.
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APPLICATION OF IMPEDANCE BOUNDARY CONDITIONS

TO NUMERICAL SOLUTION OF CORRUGATED AND RECEIVER

HORNS WITH ROTATIONAL SYMMETRY
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ABSTRACT: An integral equation is used to study the scattering

properties of corrugated surfaces utilized in corrugated horn de-

signs. Scalar and vector potentials are used to obtain the desired

integral equations and the symmetry of bodies of revolution is

utilized to obtain the formulation for rotationally symmetric corru-

gated horns. Radiation patterns of these horns are obtained by re-

placing the corrugations with an anisotropic surface impedance.

The Waveguide excitation is simulated by the field of a Hertzian

dipole situated near the end wall of the Waveguide. The same formu-

lation is used to study the scattering properties of horns in the

receiving mode. In this case the Waveguide termination is an iso-

tropic surface impedance and the exciting dipole is placed at a far

distance from the scattering horn.
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Recently, the problem of radiation from corrugated horns has

been studied extensively in relation with the design of scalar feeds

for reflector antennas. Generally, two main approaches have been

utilized. The most elaborate approach is based on the model expan-

sion and aperture integration methods [1] where many approximating

assumptions related to outer wall currents, slot depths, horn wall

lengths, etc. deemed necessary. The second method, which has not

found widespread application, is based on the numerical solution of

the corrugated horn problems [2].

In the present study we use an integral equation formulation to

the problem of corrugated and rotationally symmetric horn antennas.

To overcome the problem of extensive storage and computer time, we

represent the corrugation by an anisotropic surface impedance. With

this representation, the boundary conditions are applied on a smooth

surface counterpart, and consequently, the large corrugated surface

is reduced to a small one. The required surface impendancies deter-

mined approximately as the ratio of electric to magnetic components

of electromagnetic field which can propagate inside the grooves of

the corrugations.

The required integral equation is obtained from the expression

of the scattered field ES from a surface supporting non-vanishing

electric and magnetic current densities, j and M. Hence:

fS = _ i .-VV - VX T (i)

where A and T are the electric and magnetic vector potentials

defined as:
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0s'; = X (2)

*ds; n: X (3)
S

and V is the electric scalar potential given by

v = iJ iop ds' (4)

0 is the surface electric charge density; j and E are the

permeability and permitivity of free space; s is the scattering

surface, and c is the free space Green's function.

The surface electric charge density is related to j through

the equation of continuity; while R can be expressed in terms of j

as

= (n x) (5)

Z is a dyadic representing the anisotropic surface impedance and n

is an outward unit normal to the scattering surface. From here, and

also from the fact that the total tangential electric field is zero

at a point approaching the scattering surface from the inside, one

can write

Tinc= jwpijJ ds'+1/jwe 7J (Vs .J)ds'+vxfs F.(nXJ) ds' (6)

where Vsis the surface divergence operator. Equation (6) is the

desired integral equation for the current j and can be solved

using the method of moments [3].
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Corrugated horns:

By placing a Hertzian dipole at a short distance (-Xg /4) from

the inner waverguide termination, the radiated field from the horn

can be obtained as the sum of the fields due to j and R on the

scattering surface, plus the field directly incident from the

dipole. The corrugations are substituted by the anisotropic surface

impedance T whose components are [4,5].

z = 0 andZ t =- - 5rtan k d (7)g+6

where g, 6and d are the corrugation parameters defined in Figure 1.

The superscripts 'F and t denote the two perpendicular directions,

tangential to the body of revolution.

Figure 2 shows the close agreement in the copolar radiation

patterns obtained through experiment [6] and numerical solutions.

Figure 3 shows the cross-polar patterns for different corruga-

tion parameters.

Receiver Horns

In many practical cases, it is desirable to study the scatter-

ing properties of receiver horns under loaded conditions. This

problem has been investigated recently by Frandsen [7) who simulated

the matched load by novable short circuits in the waveguide section

of the horn. In the present work, we simulate the effect of load

impendance by an impedance boundary condition on the inner surface

of the horn end wall. In particular, for a dominant mode matched

horn, the impedance on the inner surface of the waveguide
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termination may be assumed to be equal to the characteristic

impendance of the TEll circular waveguide mode. In this case,

the components of the anisotropic surface impedance become
Z t = -W1 = ZO

K (8)
Z

where k is the axial propagation constant in the waveguide. Here

Einc is obtained by placing the exciting dipole at a far

distance.

Results from the present method are compared with those of

Frandsen in Figure (5) for a radiating open ended waveguide Figure

(4) (equivalent to a horn with zero flare angle). Good agreement is

seen to be reached when a sufficient number of triangle functions is

used in the expansion of current for the moment method of solution.

Figures 6 and 7 show the behaviour of the surface currents when the

waveguide termination is changed from zero to the characteristic

impendance of the TEll mode. Standing and travelling wave

characters for the respective cases can be clearly seen. This

behaviour can be used to check the convergence of the solution.
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Fig.] Rotationally Symmetric Corrugated Horn with excitation for
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Fig. 4. Scattering Model using impedance boundaries.



f-8-

ci)i

LOOd

0 0

00

0 -

00

U

0E-4

-4

.......... . ...

- --0



-9- C)

C;

0)

r4j

C')

c-i 0
o

C:) -)

C) C.4

0 0 0

-- C
.4-

(D

LL e

o 41'

1!)G 0 0 0

N0

4.)

C):

-I

C)

-C) e-- .-* ,-

0 U 00

CD

00'u-~~~~~ ~ ~ ~ ~ N00- 0,2 OO- 000- 0'S 0O-

go,___ C)-1 c csxOO:



I n

C.) C)

0 i0

C: r. -

01 04

0D

1.0 0

.4J 00
0

C)

C)

0 0 )0

0 0U
___ __ __ __ .0 

4
J

00 0

0J4 (1 4

.0 ~ U) 9

z J 9 0

0- U) 0

0)m C3t 0

C)U

C)4.

C) U



U E)

00

0El E)olE
0) E)

0) 4-)

E) El 0
E) E)

08)
E) 1-YI

0 '-I

E) E0
E) 0E

,w E)
E08E E4'

0 8)

0) 8l 4

0~ 8 -

0) 8 41

0 83 0;0 E0

08
08 E)

E0 8 
-0

08E
08 E

0 8E )E
E)8E

08 E
08E )B E U EI D

08EE

sc ~ e~oleo h'oto080,
e- 1( iNunoT08IO~



-12-

El p2 en U

o [- C)
00

o
0 FC))

oo

S0 E)
8 58 0

8 0 -El 0)

0 8 ,0 * '-0 El 0

O 8 0

o 8 * 'l D L

0 El

0 > I f

EID0

El

EE t 0
E))

El , 4 ,
134

0 u2 r,

ED 0I41
ED t-
ED o -
ED O
D

E

LO'0 SO 0 hOO c0"0 10*0 00 "0
j-0 T INJUyfl 4) 11N1ONUi



THE WIRE GRID MICROSTRIP ANTENNA

Richard Conti
John Toth

of
Raytheon Company

Missile Systems Division
Bedford, Massachusetts

ABSTRACT

A description is given of an antenna consisting of an interconnected wire

grid formed by etching metallic lines on a dielectric sheet backed by a metallic

ground plane. The theory of operation, analytical model and experimental find-
ings for this novel approach to a printed array are described. The device is
low cost, light weight and has sufficient bandwidth to be of use in a variety of

applications. An analytical model is used to establish transmission line equiva-

lent circuits for the wire grid elements. Current distributions determined from

the model are shown to predict accurately the measured pattern performance of
a typical implementation. The bandwidth as established by various pattern

parameters is quantitatively assessed. Particular emphasis is given to methods

of amplitude control through control of line impedances. A particular design

implementation is presented for a five wavelength circular array with independ-

ent quadrant control. Measured results from this configuration are compared to

theory.

1. INTRODUCTION

During the past ten years microstrip antenna technology has made signifi-
cant advances in both theory of operation and application. However, conven-

tional microstrip patch-type radiators exhibit undesirable bandwidth and cross-

polarization limitations. A microstrip printed circuit grid antenna which com-
bines all the usual benefits of conventional patch-type radiators with good band-

width (typically 6 - 12 percent) and adequate cross-polarization control has been
developed. This microstrip configuration features an integrated microwave feed

as well as aperture illumination control necessary for providing low sidelobe per-

formance. This class of microstrip antenna is more appropriately referred to as

a wire grid antenna.



2

Microstrip wire grid antenna configurations are composed of staggered

interconnected rectangular loops as shown in Figure 1. The basic wire loop

dimensions are approximately one wavelength by a half wavelength in the die-

lectric. These rectangular elements can be arrayed vertically, horizontally or

in planar aperture configurations. The multiple loop grid conductor pattern is

most conveniently formed by etching metallic lines on a dielectric sheet backed

by a metallic ground plane.

DIELECTRIC METALLIC GROUND
SUBSTRATEP

METALLIC
MI CROST RIP

1 E E D R E S O N A N T "

___ __._._ I . ii

Figure 1 - Microstrip Wire Grid Configuration

2. THEORY OF OPERATION

The wire grid structure in air was first presented by Kraus1 for frequency

scanning applications. As pointed out by Kraus, the loop conductors function

as both wire radiators and as transmission lines. For the design frequency of

interest, the loops are sized such that the current directions on the array at

any instant are approximately as shown in Figure 1. The current on each verti-

cal (A /2) loop side is essentially in phase while each horizontal loop segment

supports a full wavelength current elenent. Thus, for example, along an axis

normal to the surface, the vertically polarized field components can be phase

adjusted to add while the horizontally polarized field components cancel. Proper

choice of frequency, feed point and loop parameters permit the grid structure
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to be used as a traveling wave device (frequency scanning) as proposed by

Kraus and Tiuri et al 2 and as a resonant (broadside) radiating structure. This

paper discusses the latter use of a resonant radiating structure.

The basic principles of operation have been established through careful

analysis of measured data on a multiplicity of single and multiple loop wire grid

configurations, some of which are shown in Figure 2. The radiation properties

of the structure are determined by loop geometry and by the current distribu-

tion implemented at each radiator. A specific geometry establishes an array

factor which can be used to predict near-in pattern parameters about the reso-

nant frequency. Incorporating each vertical and horizontal line segment in the

calculation will provide proper accounting of any amplitude taper that is

inherently due to the placement of radiators. However, accurate prediction of

frequency and angle behavior require inclusion of the current distribution for

each radiator in order to establish the element factor contribution. To obtain

the currents an analytical model of the circuit has been developed using a micro-

wave computer aided design (MCAD) program. The MCAD program uses a

multiport analysis and is capable of accounting for the dual functions of trans-

mission and radiation that each element in the grid is required to perform. The

output allows a complete pattern calculation.

The typical wire grid configuration shown in Figure 1 is approximately

three inches in diameter with detailed data at two frequencies presented in

Figures 3 and 4. At the center of the design band, data in Figure 3 indicates

reasonably close agreement of measured data with predicted patterns utilizing

element current distributions. These distributions assumed a propagation con-

stant (a) close to that of the microstrip configuration of a conductor on a die-

lectric. Simple array factor calculations can be seen to be inadequate in pre-

dicting elevation (E-plane) performance. Figure 4 shows measured and simula-

ted far field radiation patterns at about six percent below center frequency

where the current distribution creates a totally irregular pattern. The agree-

ment of the model and measured data is quite good which confirms the models

validity. It can be noted that the array factor pattern for this frequency is

substantially the same as in Figure 3.
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Figure 2 - Printed Circuit Wire Grid Apertures
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Figure 3a - Measured and Simulated Azimuth Plane Radiation Patterns
for Configuration Shown in Figure 1
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Patterns for Configuration Shown in Figure 1
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3. BANDWIDTH AND CROSS POLARIZATION

Bandwidth and cross polarization characteristics vary with the array size

(in particular with the number of array loops per feed point) and configuration.

Consequently, a single loop radiates both senses of linear polarization with peak

levels of similar magnitude and maintains its pattern performance over a rela-

tively large bandwidth. Addition of more loops, works to reduce the magnitude

of the cross-polarized peaks and shrink the available bandwidth over which the

vertical radiators remain in phase. The useful bandwidth can be defined under

any one of several sets of criteria depending on the relative importance of

changes in the various radiation pattern characteristics. Available empirical

bandwidth data associated with several of the prominent radiation pattern

parameters are graphed in Figure 5. The data utilized to generate these band-

width curves was compiled from measurements of principal plane radiation

pattern plots for several different planar array configurations. Figure 5 pro-

vides a first cut evaluation of parameter bandwidth versus array size. The

criteria used for determining individual parameter bandwidths is defined in

Table I.

20-

15- X AZ SIDELOBE LEVEL
% + EL SIDELOBE LEVEL

ON AZ X-POLARIZATION
03 EL X-POLARIZATION
% AZ BEAMWIDTH

___% AIEL BEAM WIDTH
Z 10- GAIN

5

0
0 5 10 15 20 25 30

AREA (X2 )

Figure 5 - Radiation Pattern Parameter Frequency Bandwidth
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TABLE I BANDWIDTH CRITERIA

PATTERN PARAMETER CRITERION

Sidelobe Level +2dB Above Nominal

X-Polarization Level > 20dB Below Beam Peak

Half Power Beamwidth + 10 From Nominal

Gain > 2dB Below Peak Gain

4. AMPLITUDE TAPERING

The microstrip wire grid structure permits an on-aperture illumination con-

trol integrated into the grid configuration. This aperture illumination control

technique provides individual (vertical halfwave) element amplitude control. By

varying the width (and hence the impedance, transmission and radiation proper-

ties) of selected grid radiating elements, a relatively complete degree of aper-

ture amplitude control is achieved which is necessary for obtaining low sidelobe

aperture distributions. Appropriate radiator line widths can be calculated using

a modified reactive power divider type analysis. Figure 6 shows a linear array

for which a one dimensional amplitude taper has been applied by increasing

selected radiator widths (vertical elements) appropriately. Measured radiation

pattern and calculated array factors for the linear array configurations of

Figure 6 are shown in Figure 7. A 5 dB lowering of the first sidelobe is

achieved without any significant degradation in operating bandwidth or overall

radiation pattern characteristics as is predicted by analysis.
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j~0 S~

Figure 6 -Wire Grid Linear Array 2E (With and Without Amplitude Tapering)
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5. WIRE GRID MICROSTRIP ANTENNA DESIGN

The basic multiple loop design methods needed for a particular application

have been defined in the previous section. Although more accurate techniques

have been presented, conventional array factor analysis provides satisfactory

predictions of array performance over the functional bandwidth of each con-

figuration. Therefore, this method will be utilized as both a design tool and as

a check on measured data. As an example of the wire grid design procedure,

the effort involved in configuration of an approximately 5X diameter quadrant

monopulse antenna aperture will be discussed. The required performance

criteria for this antenna were selected to be consistent with a comparably sized

waveguide flat plate slot array antenna with sum sidelobes of 18-10 dB, differ-

ence sidelobes > 12 dB down and across polarized levels down more than 20 dB

over a 3-6 percent frequency bandwidth. All levels are relative to the sum

beam peak.

As is the case in all planar array design, it is important for the Wire Grid

Microstrip configuration to effectively utilize the entire available circular area.

For a 5 X diameter array on a Teflon type material ( E = 2.2), the quadrant

loop configuration shown in Figure 8 provides the lowest sidelobes. The final

quadrant separation was chosen for the best compromise between Z and A

channel radiation pattern performance. Measured principal plane pattern cuts

for this configuration are consistent with the predicted uniformly illuminated

array factor performance. It is evident that the near broadside sum elevation

sidelobe levels (;t13 dB) do not meet the above mentioned performance criteria

and an aperture taper will be required.

Several amplitude tapers were applied to the vertical radiators of the mono-

pulse grid configuration shown in Figure 8 in order to lower the sum sidelobes.

A H=3 (sidelobe level = -25 dB) circular Taylor distribution was selected to pro-

vide low first sidelobe levels ( < -20 dB) while maintaining a tolerable taper loss

(-0. 5 dB). The appropriate quadrant voltage distribution of this taper is shown

in the lower left quadrant of Figure 9. The calculated sum channel array factor

predicts that near broadside sidelobes are > 20 dB below the sum peak.

The circular Taylor taper can be implemented using the impedance ampli-

tude tapering technique presented previously. Utilizing the impedance of a

0.010 inch line width (a convenient width for etching) as the reference value

for the lowest voltage level, all impedance levels and line widths required to
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Line Impedance Levels and Line Widths Required for t4=3 Circular Taylor

Tapered Aperture Distribution
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describe the aperture taper can be calculated. The resulting values are indi-

cated in the upper two quadrants of the tapered monopulse aperture shown in

Figure 9. This configuration was fabricated on 0.05X Duroid 5880 substrate

material and measured with a phase balanced laboratory monopulse network.

The sum and elevation difference monopulse channel principal plane far field

radiation patterns (co- and cross-polarization) measured at center band are

presented in Figures 10 to 12 along with calculated array factor patterns. As

can be seen, excellent agreement has been achieved between measurement and

theory. The gain of this monopulse grid configuration was also measured at

center band and found to be 22.8 dB when the monopulse and interconnecting

cable losses are separately measured and subtracted. A summary of the

measured center band principal plane pattern performance is tabulated in

Table iI.

6. CONCLUSIONS

The Wire Grid Microstrip antenna presented in this paper provides a low

cost lightweight structure with sufficient design flexibility to be useful in a

variety of applications. Adequate gain, bandwidth, cross polarization quality

and sidelobe performance can be tchieved for planar as well as linear type

arrays. This microstrip configuration easily incorporates illumination control

into the grid as well as partially or totally incorporating the array feed into the

radiating structure.

Grid performance in terms of pattern parameters is adequately predicted by

either array factor analysis (near-in performance) or a more rigorous analysis

utilizing transmission line equivalent circuits for the wire grid element.

The printed circuit wire grid antenna configuration offers a simple micro-

wave media on a single dielectric board. This construction inherently allows the

use of simple, accurate, low cost microstrip etching fabrication techniques and

height comparable to typical waveguide or stripline antenna. The wire grid

configuration can provide comparable bandwidths to these conventional type

antennas, thus providing a low cost alternative for many applications.
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TABLE II MONOPULSE WIRE GRID ARRAY PERFORMANCE

Gain 22.8 dB

Z Sidelobes > 20dB Below E Peak

A Sidelobes > 17dB Below Z Peak

Null Depth 30dB Below E Peak

X-Polarization > 25dB Below Z Peak

REFERENCES

IKraus, J.D., "A Backward Angle End Fire Antenna," IEEE Transactions on
Antennas and Propagation, Volume AP-12, pp. 48-50; January 1964. See also
J.D. Kraus and K.R. Carver, "Electromagnetics," McGraw Hill Co., N.Y., N.Y.,
Section 14-16, 1973.

2 Tiuri, M., Tallqvist, S., Urpo, S., "Chain Antennas," 1974 International
IEEE/AP-S Symposium and Digest, Georgia Institute of Technology, Atlanta,
Georgia, pp. 274-277, 1974.



A SIMPLE EXPERIMENTAL METHOD FOR SEPARATING
LOSS PARAMETERS OF A MICROSTRIP ANTENNA

W. F. RICHARDS, Y. T. LO, J. BREWER

advisacl- This note presents a simple method for the computation of both the dielectric
loss tangent and the conductivity of the metal cladding of printed circuit boards at microwave
frequencies. Since the treatment of the cladding in the lamination process affects its conduc-
tivity, losses in the dielectric and the metal cannot be measured separately. Thus, an
analytical means for separating these losses must be employed. The method described in
this note accomplishes this by utilizing the different dependence of the two losses on dielec-
tric thickness in thin cavities.

I. INTRODUCTION

Manufacturers of printed circuit boards (PCB) commonly supply data on the relative

dielectric constant and loss tangent of the substrate with no mention of the loss in the metallic

cladding. A naive user might automatically refer to a table for the published value of conduc-

tivity of the cladding, unaware that the treatment of the surface in the cladding process can

decrease the effective conductivity of the metal significantly. A knowledge of these losses is

important in computations of characteristics of microstrip antennas 111, [21 as well as circuit

elements using the PCB. Of course, it is necessary to be able to separate these two types of

losses without altering the surface conditio.. between the metal and the substrate. This note

describes a simple method for experimentally determining both the dielectric loss tangent and

the conductivity. The procedure involves the construction of two or more thin cavities from

the PCB of equal dimensions except for thickness. The "Q 's" of these cavities are measured

and the loss tangent and skin depth are computed from these.

II. THEORY

Within a cavity, the time-averaged power lost within the dielectric of loss tangent, 8, is

Pd- 8Wf f fE.E'dv (1)

- 28oa WE
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where w is the angular frequency, e is the relative dielectric constant of the PCB, E is the elec-

tric field, and WE is the time-averaged electric stored energy within the cavity. If the cavity is

thin, the fields will essentially be z-independent and E will be directed along the z-axis. Assum-

ing that the metal cladding is several skin depths thick and can be considered uniform, then the

power absorbed within the walls of the thin cavity is

S- ffHH*ds 4 1offfH.Hd (2)P W - H.HOs o7 ,t THHd A2)

=2 WM

where or is the conductivity of the cladding, A is the corresponding "skin depth,"

I . - 4r 10-7 H/m, t is the thickness of the cavity, S is the surface of the cladding on both sides

of the dielectric, and WM is the magnetic stored energy. In obtaining (2), the power lost in the

narrow side walls of the cavity was neglected since for thin cavities this contribution is not

significant. However, when this loss is not negligible, a correction can easily be found except

that the final result is not as simple and elegant as that given below [31. From (1) and (2), at

resonance (where WE - WM), the reciprocal of the quality factor of the cavity is

I PC.+-I 8 + A (3)
QZ 2w WE t

For a fixed t and a measured Q, (3) describes a straight line in the 8-A plane whose slope is

I/L If the material is assumed to be uniform, it is then possible to determine 8 and A by

measuring Q's of several cavities of various thicknesses, L

III. PROCEDURE

The experimental procedure consists of cutting a sample of doubly-clad PCB to some

rather arbitrary shape which, when fashioned into a cavity, supports modes resonant at frequen-

cies for which the parameters 8 and a are desired. A cavity is formed by joining the two con-

ducting surfaces of the PCB of thickness, , along the side walls with good conducting material.

For example, copper foil may be soldered to the two sides of the PCB. A feed point is chosen

that will allow the excitation of the desired resonant modes. The feed is formed by connecting
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the sheath of a coaxial cable to one surface while its center conductor is connected through the

dielectric to the other surface. The Q's of this cavity are measured at the desired resonant fre-

quencies.

A second cavity is constructed, preferably using material from the same board from which

the first cavity was cut, of twice the thickness of the first cavity. This is done by cutting two

sections of PCB with the same dimensions as those for the first cavity. The cladding on one

side of each of the two sections is removed. The two are then clamped together dielectric-to-

dielectric to form a "sandwich" of thickness, 2t Finally, this sandwich is made into a cavity and

a feed added as in the first cavity. The Q is measured for this cavity and a second line in the

8-1 plane is drawn from equation (3) with t replaced by 2t The intersection of this line with

that corresponding to the first cavity yields the dielectric loss tangent, 80, ant! the skin depth,

A0, of the cladding. From the latter, the conductivity is immediately deduced. Of course, for

more accurate results, measurements for cavities of more than two thicknesses should be made.

IV. RESULTS

This procedure was carried out for many samples of Rexolite 2200 [3). Figure 1 shows a

typical example of measurements performed at 680 MHz. Since the Q's of the cavities are

quite high and difficult to measure accurately, a range of Q's was obtained for any given sample

when the measurements were repeated. The measurements were made at various times since

the Q might also vary with physical conditions such as moisture. Also, different clamping pres-

sures were applied in measurements of the same samples to determine if small air gaps in the

"sandwich" affected the measured Q. Our results seemed to indicate that clamping pressure had

no significant effect on the results. Thus the lines represented by equation (3) becomes the

"bands" shown in fig. 1. In this case, three cavities were constructed of nominal thicknesses

I and - inch. The solid black region in the figure represents the overlap of all three
16' 16

bands and most probably contains the true point (80, A0). The centroid of this region is a rea-

sonable point to take for (8o, Ao). If this is done, one concludes that the loss tangent of this
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sample of material is 1.1 -10- and the conductivity of the cladding is 364 K /cm. This conduc-

5
tivity is about - the value of pure copper. Thus, it is apparent that the surface finish can have

8

a significant effect on the conductivity. Inclusion of the estimated loss in the side walls of the

cavity is found to have an insignificant effect on the computed values of 8o and A0.

It would be highly desirable to have an independent check of the validity of this method

with an entirely different technique. To the knowledge of the authors, none seems to be avail-

able which separates the two types of losses without altering the actual surface condition of the

cladding (although there have been investigations on the effect of surface roughness of the

copper itself, ie., in the absence of bonding agent and substrate). However, using the loss

parameters determined by this procedure, the authors computed the input impedances of a

number of microstrip antennas. The agreement between these computed results and the

corresponding measured input impedances was very close [2]. This indirect test suggests that

the method discussed in this paper indeed gives useful results.

V. CONCLUSIONS

A very simple method for determining the loss parameters of printed circuit boards is

presented which can be employed without the necessity of sophisticated equipment and the use

of complicated formulas. The accuracy of the final results depends mainly upon the accuracy to

which the quality factor of a cavity can be measured. Even a rough estimate of the conductivity

obtained by this method can be useful and is more than what is provided by manufacturers.
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DUAL-POLARIZED, ENHANCED BANDWIDTH MICROSTRIP ANTENNAS
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INTRODUCTION

Dual-polarized microstrip antennas with moderate bandwidths are useful

in a variety of applications ranging from polarization-diverse communication

systems to dual-polarized microwave radiometers. The microstrip antennas

described in this paper were developed in response to a need for light-weight

planar arrays to be used with an airborne 1415 MHz dual-polarized microwave

radiometer. The design goal for the VSWR = 2:1 bandwidth was 70 MHz, i.e. 5%.

This paper summarizes measurements of impedance, polarization purity and

pattern shape for both individual isolated dual-polarized microstrip elements

as well as arrays of these elements. Techniques for incorporating an inte-

grated stripline feed system for the arrays are also described.

ELEMENT DESIGN

The basic element used in this study is a square microstrip patch of side

dimension A, fed by two orthogonally-oriented coaxial probes, each at inset

distance B from the patch edge, as shown in Fig. 1. The patch is etched on

one side of a .0065" PTFE board, with the copper removed on the opposite side.

This thin board is then adhesively bonded to a 0.25" thick Hexcell sheet, with

a ground plane formed by a copper-coated .0065" PTFE board bonded to the lower

side of the Hexcell sheet. The Hexcell material has been successfully used in

large microstrip antennas such as the SAR antennas used on both SEASAT and

SIR-A [1,2]. It was selected for this application because a thicker substrate

was needed to achieve the required bandwidth than the 1/16" to 1/8" thickness

commercially-available PTFE laminates. At 1415 MHz, this Hexcell composite

corresponds to an electrical thickness of .03X, and an expected Q of about 20,

i.e., a bandwidth of 3.5% [3].
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Bartley and Huebner [4] have described a linear array of 16 dual-polarized

square or circular microstrip elements using Duroid 5870 p.c. board which was

0.014xo thick. This corresponds to a VSWR = 2.0 bandwidth of about 1.4%, which

is insufficient for the present application.

The first objective was to optimize the isolated element performance by

adjusting dimensions A and B to achieve the best overall return loss and inser-

tion loss combination over the bandwidth. The element was designed to have a

nominal input impedance of 50 ohms at 1415 MHz. The following paragraphs

describe the technique for measuring element performance.

CROSS-POLARIZATION MEASUREMENT TECHNIQUES

An ideal horizontally-polarized antenna will receive only horizontally-

polarized radiation and will reject all vertically-polarized radiation. Thus,

one method for measuring the cross-polarization level is to orient the test

microstrip patch for horizontally-polarized reception and illuminate it first

with a horizontally-polarized incident wave (with the received power adjusted

to 0 dB) and then illuminate it with a vertically-polarized incident wave and

note the dB reduction in received power. This requires the use of a polarization-

clean antenna range and is time-consuming.

An alternative approach is to make a transmitting insertion loss measure-

ment in which the input power to the horizontal (H) port is adjusted to 0 dB

and the output power from the vertical (V) port is measured by a network

analyzer, i.e. 20 log Sl21. This measurement describes the ratio of the in-

cident voltage on port H to the emerging voltage from port V when port V is

properly terminated. Since each of these voltages is proportional to the

interior microstrip cavity field of the respective modes associated with each

port [5], the insertion loss measurement is actually a measure of coupling

between the two spatially-orthogonal dominant modes of the square cavity. This

coupling occurs because of the perturbation of the cavity dominant mode field

by the feed probes.
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Fig. 2 illustrates an S-parameter test set configuration for measurement

of Sll, S22 S12 and S21 where I refers to port H and 2 refers to port V. In

the switch configuration shown, input rf power is fed to the H port of the

microstrip patch through the main arm of directional coupler B. A small por-

tion of the input signal is coupled through a -20 dB arm via switch S2 and a

line stretcher to provide a reference output signal. The V port of the antenna

is coupled to a 50 ohm load via the main arm of directional coupler A, which

also provides a -20 dB coupled signal (proportional to S12 12) which routes

through switch Sl to the test channel output. By use of the switches, the

remaining S parameters can be conveniently measured, including the input im-

pedance to either port when a polar display device is used with the network

analyzer. It should be noted that the accuracy of the 1S12 1 measurement with

this technique depends on both antenna ports being well matched to 50 ohms,

since both 50 ohm.sources and detectors are being used. Although this is a

disadvantage for frequencies or patch dimensions presenting a poor match,

nonetheless this laboratory technique can lead quickly to estimates of the

optimum patch dimensions A and feed inset distances B. Measurements were made

on six separate square patches whose side dimensions A were 7.8, 8.3, 8.9, 9.0,

9.1 and 9.6 cm respectively. For each of these patches, measurements were

made for feed inset distances B of 0.5, 1.0, 2.0, 2.5, 3.0 and 3.5 cm so that

36 separate antenna configurations resulted.

A better, although more time-consuming, measure of the cross-polarization

level is to operate the antenna as it is used in practice, i.e. as a receiver,

as described earlier. These measurements were made on the NMSU/PSL 100' model

antenna range using a 6' diameter dish with disk-dipole feed as a source; this

arrangement produces a very polarization-pure incident signal whose intrinsic

cross-polarization level is greater than 40 dB below the desired polarization

signal level.

MEASURED RESULTS FOR SINGLE ELEMENTS

For each of the 36 separate single-element antennas, measurements of in-

sertion loss and return loss were made at 1400, 1415 and 1430 MHz. Fig. 3

is a graph of the insertion loss vs. patch dimension A with inset distance B
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as a parameter, at 1415 MHz. It can be seen that the best insertion loss is

obtained at A = 8.3 cm, B = 2.5 cm, i.e. A = 0.391% o and B = .l18y 0. This

gives a ratio of B/A = .30 for a thickness of .03%o as compared to the

Bartley and Huebner value of B/A = .35 for a thickness of .014xo. Fig. 4 is

a graph of insertion loss vs. patch dimension A with B = 2.5 cm, at 1400, 1415

and 1430 MHz, which demonstrates that with A = 8.3 cm, the optimum insertion

loss frequency is above 1415 MHz.

Unfortunately, the optimum parameters for best insertion loss are not

in general optimum in the sense of best return loss. Fig. 5 shows the return

loss vs. patch dimension A for several values of B, all at 1415 MHz. It is

seen that the best return loss is obtained for A = 8.9 cm, B = 2.5 cm. Fig. 6

shows the dependence of the return loss on patch dimension A for B = 2.5 cm,

at 1400, 1415 and 1430 MHz. This shows that the best return loss is obtained

at 1415 MHz.

With this in mind, A is now set to 8.9 cm (for best return loss), and a

measurement is made of the insertion loss vs. frequency for several values of

B as shown in Fig. 7. For this case, the best insertion loss (regardless of

return loss) is obtained at 1400 MHz for B = 3.0 cm. However, at the 1415 MHz

center frequency, the best combination of insertion loss and return loss is

obtained for B = 2.5 cm, (B/A = .28) where the return loss is below 30 dB and

the insertion loss is about 28 dB. Fig. 8 illustrates the measured input

impedance vs. frequency for both ports of the optimum patch with A = 8.9 cm,

B = 2.5 cm, showing a center frequency VSWR = 1.15 and a 75 MHz bandwidth

(5.3%) at VSWR = 2.0. This enhanced bandwidth is due to the relatively large

substrate thickness.

Cross-polarization levels are conventionally measured on an antenna range

by first recording a pattern cut with the incident wave of like polarization

to the test antenna, e.g. horizontal. The source antenna is then rotated 90'

so that an orthogonally-polarized wave (e.g. vertical) is incident on the test

antenna and a second pattern cut is recorded. The difference between the

recorded levels on the beam peak of the principal component and the corre-

sponding cross component is usually referred to as the cross-polarization level.
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A polarization pattern may also be recorded on the beam peak, from which the

axial ratio and tilt angle may be noted. Unless the polarization ellipse

major axes are lined up with the microstrip patch principal axes, the cross-

polarization level will be less than the axial ratio. For some of the

antennas tested, the axial ratio was 7 dB greater than the measured cross-

pol arization.

The antenna range-measured value of the cross-polarization levels for

both ports (A = 8.9 cm, B = 2.0 cm) are also shown in Fig. 7 and are seen to

be close to the measured insertion loss. In general, the cross-polarization

level for a single isolated dual-polarized element ranges from -25 to -30 dB,

depending on frequency and geometry.

FOUR-ELEMENT IN-LINE ARRAY

An in-line array of four dual-polarized square microstrip patches was

constructed, with A = 8.9 cm, B = 2.5 cm and an inter-element spacing of

13.8 cm (0.65X0 at 1415 MHz). Two separate feed networks were used, the first

a corporate coaxial cable harness and the second a corporate stripline network

(see Fig. 9) plated on a .0065" PTFE board separated from two copper ground

planes by two I/4"-thick Hexcell layers. This I/2"-thick stripline network

was juxtaposed to the bottom of the microstrip array with connections from

elements to the network made by short vertical wires soldered on both sides.

The Hexcell is bonded to the PTFE using Hexcelite HP-326 adhesive.

The input impedance to both vertical and horizontal ports is shown in

Fig. 10 for the integrated stripline feed network. The center frequency VSWR

is 1.6 and 1.4 for the vertical and horizontal ports and the VSWR = 2.0 band-

width is 160 MHz (11.4%) and 150 MHz (10.7%) for the V and H ports respectively.

It was discovered after initial tests that the Hexcell-to-PTFE bond was

loose near two of the array elements and that the substrate thickness was uneven

in these areas. This was due to insufficient bonding pressure and time during

array sandwich assembly. This bonding time should be a minimum of 48 hours.
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This condition was partly corrected by periodically mechanically clamping the

board together with nylon bolts through the board. The measured patterns

along the array axis, using the stripline feed network, and before clamping

are shown in Fig. 11 for both vertical and horizontal ports. The principal

component pattern, which has peak gains of 12 dBi and 13 dBi for V and H ports,

shows skewed sidelobes and filled-in nulls as a result of the aperture phase

asymmetry caused by the uneven substrate thickness. The on-axis cross-

polarization levels range from 13 to 17 dB. The measured insertion loss vs.

frequency for this array (before clamping) is shown in Fig. 12 for both strip-

line and coaxial feed networks. The insertion loss curves are similar for

both feed systems and show that the insertion loss improves at the lower fre-

quencies.

Fig. 13 shows the 4-element in-line array patterns after substituting a

coaxial harness for the stripline feed network and substrate clamping to pro-

duce more uniform thickness. The gain of both ports is now 14 dBi and the

principal component pattern shape is much improved. The on-axis cross-

polarization levels are now 23 dB and 25 dB for V and H ports respectively.

The axial ratio levels are 24 dB and 25 dB for the V and H ports respectively.

The input impedance to both vertical and horizontal ports through this harness

is shown in Fig. 14. The center frequency VSWR is 1.15 and 1.25 for the V and

H ports and the VSWR = 2.0 bandwidth is 79 MHz (5.6%) and 72 MHz (5.1%) for

the V and H ports respectively.

Table 1 lists the measured input impedances at 1415 MHz to each port with

all other ports terminated in 50 2 loads, before and after clamping. After

clamping, the individual impedances cluster more closely to 50 Q.

The results of these "before" and "after" experiments have been included

to illustrate the importance of uniformity in adhesion, bonding and electrical

thickness of the Hexcell substrate composites.
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Table 1

Measured Input Impedances at 1415 MHz

Element Before Clamping After Clamping

1-V 47 - j5 o 43 + jl

1-H 45 - j4 si 41 + j6 .

2-V 45 - jO o 35 + j8 o

2-H 50 - j2 Q 45 + j8Q

3-V 63 + j2 48 + j4

3-H 76 + j8 Q 68 + j9

4-V 62 + jO o 60 + j3

4-H 62 + j5 Q 51 + j6

FOUR-ELEMENT STAGGERED ARRAY

In order to determine the effect of array geometry on both pattern shape

and cross-polarization level, a coaxial harness-fed 4-element staggered

(echelon) array was constructed as shown in Fig. 15. Such an array geometry

can be extended to diamond lattice configurations with reduced mutual coupling

between elements.

The PTFE/Hexcell sandwich for this array was adhesively bonded under

greater pressure and for twice as long (48 hours) as for the 4-element in-line

array so that the thickness was much more uniform. Table 2 summarizes the

input impedance at 1415 MHz to each port with all other ports terminated in

50 Q loads.



Table 2

Input Impedance to Staggered Array

at 1415 MHz

El ement Input Impedance

1-V 49 + jl

l-H 51 + j6 Q

2-V 47 + J5 Q
2-H 47 + j3 Q

3-V 50 + jO Q

3-H 54 + i Q

4-V 49 + j4 n

4-H 41 + j7 Q

It is seen that the input impedances are tightly clustered about the design

value of 50 n. The array was excited from below with a coaxial harness as

depicted in Fig. 15. The input impedance to both V and H ports through this

harness is shown in Fig. 16. The center frequency VSWR is 1.00 and 1.12 for

the V and H ports and the VSWR = 2.0 bandwidth is 69 MHz (4.9%) and 86 MHz

(6.1%) for the V and H ports respectively.

The measured insertion loss vs. frequency for the staggered array is

shown in Fig. 17 where a -27 dB level is found at 1415 MHz. The array patterns

are shown in Fig. 18 and are similar to those of Fig. 13 for the in-line array.

The on-axis cross-polarization levels are 22 dB and 25 dB for the V and H ports

respectively. The axial ratio measurements are 28 dB and 32 dB for the V and

H ports respectively.
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CONCLUSIONS

It has been found that the best insertion loss and the best return loss

of an element are obtained with different patch dimensions and feed point

locations. For the Hexcell substrate used, a good compromise is found with

a patch side length A of 0.42x 0 and an inset feed point distance of 0.12X0o

The performance of elements, arrays and stripline feeds discussed in this

report is sensitive to variations in their substrate thicknesses. Therefore,

air gaps in the substrate will deteriorate impedance, cross-polarization level

and pattern shape, as demonstrated wfth the 4-element in-line array. This

problem can be avoided if adequate, uniform pressure is applied in assembly of

substrate sandwich over a minimum of 48 hours, i.e., exceeding the 12-16 hour

manufacturer's specifications.

It should be noted that the pattern and impedance performance of the in-

line and staggered arrays when fed by coaxial harness are quite similar and

both arrays meet the design goals. Due to topological considerations and

mutual coupling between feed lines a stripline feed network would perform more

successfully in the staggered array case than for the in-line case.
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THE HYBRID SLOT, A VERSATILE LOW-PROFILE RADIATOR WITH
SMALL REFLECTION COEFFICIENT

P. E. Mayes and T. Cwik
Electrical Engineering Department

University of Illinois
Urbana, IL 61801

This paper describes a two-port, stripline-fed; cavity-backed slot

antenna which has several unique features: (1) the reflection coefficient

is small over a wide frequency band, (2) omnidirectional or one of several

directive patterns can be selected, (3) the antenna responds to both the

electric and magnetic fields to combat fading in a standing wave field,

(4) coupling to the feedline can be controlled by simply changing the size

of the slot.

Several applications exist for a radiating element which causes small

reflections over a wide range of coupling. In frequency-scanning slot

arrays, an impedance anomaly at broadside is produced by scattering in the

feed network [Fritz, 1973]. A similar problem occurs in certain log-

periodic antennas where a stop-region may occur between the feedpoint and

active region [Ingerson and Mayes, 1968]. The synthesis of prescribed

patterns from slot arrays is simplified when internal scattering is

negligible.

DEVELOPMENT OF THE HYBRID SLOT

Figure 1 shows a conventional stripline-fed, narrow, rectangular slot.

The two parallel ground planes are separated by a distance, b. The region

between the ground planes is filled with low-loss dielectric of relative

permittivity, cr' except for the thin conducting strip of width, w, which
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is parallel to the ground planes and midway between them. The rectangular

slot of length a, and width, b', is cut into the upper ground plane only.

To prevent the excitation of propagating modes in the parallel plate wave-

guide formed by the ground planes, the slot is surrounded by metal posts

which form the cavity walls.

The stripline-fed slot is a two-port antenna. It can be fed by means

of a coax-to-stripline transducer on either side of the slot. It is

convenient to express the electrical performance of the slot in terms of

the scattering parameters of this two-port. A reference plane for measure-

ment of the S-parameters was established in the center of the narrow

dimension of the slot. Figure 2 shows a typical plot of Sll versus

frequency for a slot 5-in. by 0.156-in. fed by a 50-ohm stripline with

b = 0.375-in. and Cr = 2.6. At frequencies below .7 GHz the magnitude of

Sll is low, since the slot is small in terms of the wavelength and con-

sequently does not appreciably load the stripline. From .7 to 1.252 GHz

the magnitude of SI1 increases ard the phase decreases. At 1.252 GHz

the first resonance occurs (Sll real), but the impedance is high compared

to 50-ohms so that there is a sizeable reflection. This type of behavior

is typical of a resonant element, inductive at low frequencies, in series

with the line.

Figure 3 shows computed Sll versus electrical length, 9, for the

parallel combination a short-circuited transmission line stub (character-

istic conductance Gos) and a lumped conductance Gs. This model can be

made to represent the slot more accurately by making Gs a function of

frequency.

A slot radiator which produces Sll of small magnitude over a wide

band could be used in the frequency-scanning and log-periodic arrays
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mentioned above and in other non-conventional ways. It is well-known that

two-ports with complementary series and shunt arms have image impedances

that are slowly varying over wide frequency bands. The element which is

complementary to the shorted stub is an open stub. Figure 4 shows a sym-

metric T-network in which shorted stubs form the series elements and an

open stub forms the shunt element. Losses are included in the conductance,

Gs, and resistance, Rs, in parallel and series with the shorted and open

stubs, respectively. When GsRs >> 1, the image impedance changes very

little with frequency.

A monopole antenna has impedance behavior similar to that of the open

stub. A monopole could be connected to a stripline through a small hole

in the upper ground plane. To reduce the vertical dimension required,

the monopole can be top-loaded as illustrated in Figure 5 in which the

monopole extends a distance, h, above the ground plane and is top loaded

by a conducting disc of radius, r. The measured Sll for a monopole with

h = 1.0-in, and r = 0.3-in. is shown in Figure 6. To be exactly comple-

mentary it woul be necessary for Sll (monopole) = -Sll (slot) at each

frequency. Comparison of Figures 2 and 6 shows that this condition has

been approximately satisfied in the neighborhood of resonance for the two

antennas.

Once established that the top-loaded monopole has approximately the

desired characteristics, the vertical height can be minimized by allowing

h to go to zero and maintaining the resonant frequency by increasing the

radius of the disc. This procedure results in the slot shown in Figure 7.

The top-load disc is now a conducting patch in the same plane as the upper

ground plane. It is surrounded by an annular slot. But since the diameter
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of the annular slot, R, is less than the length, a, of the original linear

slot, the two slot geometries are combined; hence the name, hybrid slot.

The hybrid slot preserves desirable features of previously developed

monopole-slot antennas [Mayes et al., 1972], but has a smaller height.

TEST RESULTS

Figure 8 shows the measured Sll for a hybrid slot with R = 0.7-in.,

r = 0.65-in. and a = 5.2-in. The VSWR is less than 2 over most of the

band from .7 GHz to 1.36 GHz. To complete the description of the electri-

cal performance of thib particular hybrid slot, measured S21 versus

frequency is shown in Figure 9. Note that the operating band of the

hybrid slot as a singl; radiator is more likely to be determined by gain

(efficiency) rather than impedance match. In the band between 1.325 and

1.345 GHz. less than 10% of the incident power is dissipated in the matched

load on the unfed port.

The horizontal plane pattern of the annular slot is omnidirectional,

like that of an electric dipole perpendicular to the ground plane. How-

ever, the pattern of the linear slot in the same plane has a figure-eight

shape with 180-degree phase difference between the two lobes. When these

two patterns are combined with the appropriate amplitude and phase rela-

tionship, the resulting pattern will be a cardioid. Figure 10 shows

measured patterns of a hybrid slot with R = 0.8-in., r = 0.7-in.,

a = 5.2-in. at 1.362 GHz showing that the above conditions have been

approximately satisfied. The pattern bandwidth depends upon how well these

excitation conditions can be maintained as frequency changes. By feeding

Port 1, the cardioid maximum occurs in the direction o, that port. Hence,
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feeding Port 2 will reverse the direction of the beam. By feeding both

ports in phase, the linear slot fields cancel and the annular slot pattern

alone is obtained. By feeding both ports 180-degrees out-of-phase, the

annular slot fields cancel and the linear slot pattern alone is obtained.

The variation in response in a standing-wave field was evaluated by

observing the received signal as a function of the displacement of a large

vertical ground plane located in the direction opposite the transmitting

antenna. As the ground plane was moved back and forth a distance of 2

wavelengths, the maximum deviation of the received signal was 4.3 dB.

This contrasts with a variation of about 13 dB observed with the annular

slot alone.

CONCLUSIONS

The hybrid slot provides some unique features that are advantageous

for several antenna and array applications. Stable impedance over a wide

frequency band is inherent in its design. Omnidirectional, figure-eight

and cardioid patterns are selectively available. In the cardioid pattern

mode, the antenna responds to both electric and magnetic field, thus pro-

viding the possibility of reducing fades in a multipath field [Lee, 1967],

[Itoh et al., 1979]. At a particular frequency, coupling to the hybrid

slot can be adjusted by varying the size of the slot. Since the hybrid

slot is well-matched over a wide frequency band, the reflection remains

small regardless of the slot size over a wide range of sizes.
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Figure 1. Stripline and slot configuration.
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Figure 2. S versus frequency for stripline-fed slot. (a-53.0 in.)

Frequency (G~z) ticks, 0.7, MX, 0.9, 1.0, 1.2, 1.232, 1.30, 1.40, 1-40.



8

/4
S /

o

Figure 3. Coputed 5. versus electrical length, i, for shorted stub circuitshown. Frequency ticks spaced 10 degrees. (G os 18.5 =mhos,
G 0 = 20 mmhos, G.= 2 =ahos)

GOs Gos

Gs Gs

R

Figure 4. Lossy two-por:- T network.
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Top- loaded
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Figure 5. Stripline-fed top-loaded monopole.

-. 4 .4

Figure 6. S versus frequency for stripline-fed top-loaded monopole.

Frequency (GHz) ticks, 0.7, 1.0, 1.1, 1.2, 1.257, 1.3, 1.35.
(h - 1.0 in., r - 0.3 in.)
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Figure 7. Stripline-fed hybrid slot.
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Figure 9. S 21verusu frequency for stripline-fed hybrid slot. Frequency (GHz)

ticks, 1.25, 1-23, 1.31, 1.325, 1.345. (R 0.7 in., r =0.65 in.,

Figure 10. Azimuthal pattern hybrid slot fed at Port 1 ard Por: 2.
(R -0.8 in., r - 0.7 in., a 5 .2 in.)



ADAPTIVE ANTENNA/RECEIVER-PROCESSOR SYSTEM

G. G. Chadwick, J. G. Charitat, W. Gee
C. C. Hung and J. L. McFarland

Lockheed Missiles and Space Co., Inc.
Sunnyvale, CA 94086

1. INTRODUCTION

Lockheed Missiles and Space Company (LMSC) has developed an adaptive reflec-
tor antenna system capable of nulling a large number of very broadband
jammers located anywhere in space with arbitrary polarization. The technique
utilizes an adaptive array feed located in the focal plane of a Cassegrain
or prime focus fed reflector.

A computer simulation program was written to predict the performance of this
approach. The results of this program indicate outstanding performance.

Last year field tests were performed using a slow sequential correlation
scheme to prove these predictions. The measured data agreed with the predic-
tions of the computer program: the jammers were driven more than 12 dB below
the noise level. Unfortunately, broad instantaneous bandwidth could not be
demonstrated because, in the interest of economy and expediency, the system
mechanization would not allow it.

This year, a 19 element fast parallel correlation scheme is being fabricated
and is to be tested this fall. It is expected that these results will also
agree with the computer predictions: at least 45 to 50 dB of jammer cancella-
tion with only a few dB gain loss for four 400 MHz bandwidth jammers at
3.2 GHz.

Antenna design concept is discussed in'Section 2. Adaptive algorithm used
in the adaptive system and the improvement ratio which is useful for the
system designers are presented in Section 3 and 4 respectively. Section 5
describes the computer simulation. The rest of a 12-channel narrow band,
sequential adaptive system is then presented in Section 6. In this section,
the computed results are shown in agreement with the measured results and
hence proved the design concept. A 19-channel, wide bandwidth parallel
adaptive system, which is under development, is discussed briefly in
Section 7.

2. ANTENNA DESIGN CONCEPT

The fundamental antenna design approach taken by LMSC is to eliminate the
need for auxiliary antennas used as an adjunct to the main antenna for
adaptive purposes. To achieve this, an array of radiating elements, which
is much smaller in size than the reflector, is placed in the focal plane of
a prime fed or Cassegrain fed antenna. The array is typically an equi-
laterally spaced array similar to that depicted in Figure 1. Thus, the same
array of elements is used for both the formation of the main beam and the
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formation of adaptive signals. In general, each of the radiating element
ports contains an adaptive complex weight, followed by a summing network.
The output of the summing network forms the main beam output. Least-mean-
square (I1S) adaptive algorithm is used to set the complex weights, as
depicted in Figure 2. Beam scanning can be accomplished by varying the
output of the power divider.

Using the LMSC feed array approach, a number of improvements over the more
conventional peripheral element approach is realized. The time dispersion
across the small array aperture is much less than across the dish periphery;
hence, a vast improvement in bandwidth capability is realized. Moreover,
the response of each feed is a very high gain beam scanned slightly off axis.
This configuration is capable of effectively nulling out a multitude of
simultaneous broadband randomly polarized jammers located anywhere in space,
including the main beam skirt up to about the -3dB points. Furthermore,
there is no associated enormous loss in gain after adaptation, even for jam-
mers located in the skirt of the main beam. This capability is beyond that
which is realizable using a peripheral array of elements around the dish edge
since the gain of the peripheral element array is much less, typically, than
than of the main beam.

Only singly polarized elements are typically used in the LMSC approach,
since each of the feeds tend to respond to any polarization approximately
equally on the average, although each feeds' pattern is scanaed to a dif-
ferent space angle.

To gain physical insight into the performance capability of the LMSC approach,
a computer program was written, covered in Section 6, for a Cassegrain
configuration.

Table 1 summarizes the cases covered. Numerous cases were run so that the
final results could be presented statistically.

The first antenna system analyzed, was the 46' dish that used a subreflector
design such that 0 r, the included half angle of the equivalent paraboloid
was 19.20. A 19 element hexagonally spaced array was chosen as the feed
configuration. Initially, the radiators were spaced .85 T apart at 2.25 GHz.
The system was allowed to adapt against noise only, yielding the optimum
weights for the feed distribution given in Figure 3. The element spacing
was decreased to .6 X yielding for Or = 28.30 the results of Figure 4.

Then 4 jammers, whose spatial positions were generated randomly with equal
likelihood in the sidelobe region (anywhere outside the main beam) was
postulated to have power densities at the receive position of 40, 50, 60,
and 55 dB above that which an isotropic antenna would receive. (These power
levels were held fixed throughout this study.) Figures 5, 6 and 7 show the
reference signal-to-noise ratio and the jammer-to-noise ratio both before
and after adaptation for 0 r = 28.30.
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Figures 8 and 9 show plots of the cancellation ratio (or improvement ratio as
defined in Section 4) and gain after adaptation parametric on bandwidth. based

on the previous results.

Figures 10 and 11 show the same results as Figures 8 and 9 but in a statisti-

cal format.

The same feed array was then used (in conjunction with the appropriate sub-
reflector) to feed the same main dish but using a smaller magnification ratio.
Figures 12 and 13 show the optimum weights, adapting against noise only, for

Or = 350 and 500, respectively. Data was taken to er = 600. Figure 13
shows the results of varving Or: Or = 500 is the best solution.

To illustrate the gross improvement in performance as Or approached the
optimum solution (for a given feed array design) Figures 14 and 15 apply to
the case of Or = 19.20 while Figures 16 and 17 apply to Or = 500 . The
Or = 500 solution is far superior in terms of both the cancellation ratio
and gain after adaptation.

In an effort to explain what is happening as Or varies, a single jammer

was postulated to produce a jammer-to-noise ratio much greater than unity.
Under these conditions, it can be shown that

M = Gain After Adaptation =1- (VS V
Gain Max Achievable (Vs V><V V)>

where EV I and jV 3 are column vectors for the antenna pattern response in
the 19 pipes for lhe signal of interest (SO1) and jammer, respectively, and
where the inner product (AB> is defined as CAJ*T (B], where [AJ*T is the
complex conjugate transpose.

M will maximize for IV 51T of the form

[v5]T = j1, 0, 0. .... 03
That is to say that all feeds, except for the center feed, are placed in the
naturally occurring nulls of the local plane distribution.

19
Under this condition 1 1

V 12 VL V2

M~l- 1 =2 i 2__M = I - "19 119

t=1 ifl

or

= Jam Power in all but center pipe
Total Jam Power
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Using the results of the single jammer case, one concludes that the best
design would be one in which the center element alone achieves most of the
gain while the remaining elements are placed on naturally occurring nulls of
the focal plane distribution (or receive), thereby rendering them mathemati-
cally orthogonal to the center element. The only loss sufferred would then
be the fractional amount of total power furnished to the elements surrounding
the center element. An attempt was made to cover the case of multiple
jammers by use of the Woodbury identity; however, it became very cumbersome
and was discarded. On the other hand, the results of this study indicates
that the best performance, in terms of both cancellation ratio and loss in
gain after adaptation seem to indicate that the optimum design is the same

as for the single jammer case. A heuristic argument could be made to the
effect that the number of degrees of freedom is less than the number of
adaptive feeds unless the patterns produced by Lhe feeds are disjoint.
It is apparent that such a case is reached when the feeds fall on naturally
occurring nulls of the focal plane distribution (except for center element).

A very limited amount of data was taken at X-band, using a 37 element feed
array and varying Or from 120 to 290 (not the optimum). Figures 18 through
21 are the results. The same type of trends are evident.

Although this data was derived for a Cassegrain configuration, there is
reason to believe that the same or very similar results could be achieved
using a prime focus feed array.

3. ADAPTIVE ALGORITHM

An adaptive antenna system is presently being assembled on the Lockheed
antenna test range to demonstrate the concepts described in this paper. A
19 channel receiver system and a hybrid digital/analog control system has
been fabricated to support these tests. Which algorithm for the control
system was chosen to support this effort was unimportant in this series
of tests because the advances in system technology being demonstrated are
mostly in the antenna design and analysis. Any of many algorithms could
have been chosen, but the Least-Mean-Square (UMS) algorithm with a main-
beam maintenance (1)(2)(3)(7) was used for expediency, economy, and certain
desirable traits in demonstrating system performance. Analysis of this
algorithm performance has been described in the literature (2)C3). A
simulation of the system in digital computer software predicts excellent,
wide bandwidth adaptation for this system.

Figure 22 is a block diagram of the adaptive receiver.

The optimal weights of an adaptive antenna are determined by minimizing the
squared error between the received signal and the desired response. Let

X(t) = [X t), x2(t)......X)]
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be the input signals to the adaptive system in the m receive channels and

W = [W 1 .. .........WI T

be the weight vector. The output is the weighted sum of input signals

Y~) T -=
y(t) = X T(t)-W W *X(t)

Supposed d(t) is the desired response. The difference between d(t) and y(t)
is given by

E(t) = d(t) - y(t) = d(t) - T'X(t)

The quantity to be minimized is therefore

E [eC2 W] - E[ d(t) _ i.-i(t) ] 2

where E denotes the ensemble averale. The optimal weights are then obtained
by setting the gradient of E [IC 2 (t)J equal to zero and is readily found to be

W =R •*Popt

where W is the matrix of optimum weights, and
opt

P E d~tXt] E[d(t)Xl(t),d (t)X2(t)".. d(t)X mt(01

X1 (t)X1t) X1 (t)X2(t) ....... X1 (t)Xm(t)

X2 (t)X1(t) X2(t)X2(t) ....... X2 (t)X(t)

E

x(t)X (t) x (t x2(t ....... X (t)X (t

P is the cross correlation between the desired response and the input signal
X(t). R is the auto-correlation matrix of the input signal X(t). R is real,
symmetric and positive definite (in rare cases positive semi-definite). The
minimum error is

mn] d(t)o -Wo-P
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Since R is positive definite, it is always possible to find a transformation,
such that after the transformation, K is a diagonal matrix. In this trans-
formed space, it can be shown that the eigenvalue of R are inversely propor-
tional to the time constant of the adaptive system. The larger the eigen-
values of R are, the faster the system will adapt.

4. IMPROVEMENT RATIO

Two parameters are required to describe the performance of an adaptive
antenna system. One, obviously, is the suppression of the jammer below the
unadapted system response. The other is some measure of the antenna perfor-
mance in receiving the signal of interest (SO1) which was in the unadapted
main beam. There is always some change in the antenna main beam response due
to the adaptive system. Adaptation creates nulls in the direction of the
jammer by altering the power distribution and phase of the antenna array (or
the array of the main antenna and auxiliary antennae). Any perturbation
in the array illumination from optimum will alter the antenna for field
response with a likely decrease in main beam gain.

A description of the adaptive antenna response is complicated by two
characteristics of an adaptive antenna system. Simple statements about the
suppression of jammer power and on-axis gain of the adapted antenna system
are insufficient. The jammer average power level is normally reduced below
the average receiver noise level by the relatively long averaging times in
the adaptive processor. Thus, only that difference between the unadapted
system jammer power and the adapted receiver noise power is of interest to
the system designer - - not the total reduction in the jammer. The other
system consideration is the preamplifiers normally placed between the
antenna elements and the adaptive system weights. Together, these comprise
a variable gain (or loss) in the antenna array before the antenna beam is
formed in the beam forming matrix. The addition of a variable noise to the
"antenna output" (from the beam forming matrix) complicates the description
of antenna system performance because, in this antenna system beam forming
matrix output, the received SOI level is constant but the receiver noise
level is continuously variable. Therefore, speaking of jammer suppression
or antenna signal gain can be grossly misleading.

These problems in semantics can be circumvented easily by focusing on the
measures of system performance which are of interest to system designers.
The meaningful measure of adaptive system performance is the signal to noise-
plus-jam ratio improvement provided by the adaptive system. This easily
computed measure includes both the effects of signal losses due to the fact
that the antenna array (including peripLeral auxiliary antennae elements, if
used) illumination has been perturbed from optimum to create nulls in the
direction of the Jammer and the effects of reducing the jammer power. Also,
this easily computed measure is a valid indicator of the increase in system
e ffectiveness obtained by inclusion of the adaptive system.

A good definition of the other main system performance measure is slightly
more elusive. The system design engineer must size the transmitter to
provide minimum signal to noise ratio in the receiver, before and after
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adaptation, with or without jammers present, for a minimum utilization
ratio. Antenna gain is not relevent until after the beam forming matrix,
after a variable amount of amplifier noise has been added.

Again, the problem of defining gain can be easily overcome by specifying
the change in system signal-to-noise ratio relative to the maximum signal-
to-noise ratio obtainable with an antenna system with the closest to optimum
array illumination obtainable. It will be shown that these are easily
computed quantities and, in fact, the variation of the signal to noise ratio
from optimum is an output of the previous system modeling computation.

The figure of merit and the gain change described above are easily computed.
The figures of merit will be referred to as the improvement ratio, (IR) is

IR - S/(N + J) = sig-to-interference after
S'/(N'+J') sig-to-interference before

where IR is the improvement ratio, S' is the beam forming matrix signal
power output before adaptation, and S the signal output after adaptation;
N' and N are the noise power output before and after adaptation; and J' and
J the jammer power output before and after adaptation. Rearranging terms
yields:

IR I/ rS -I +

In words, this measure of performance is approximately the magnitude of the
reduction in interference, in dB, less the reduction in signal-to-noise in
dB, which is the result of adaptation. Reduction in signal-to-noise due to
adaptation is simply the first factor of this relation

= S/N
S'IN'

which is referred to simply as the gain change. Thus, the system designer
can obtain the after adaptation system performance from the gain change and
the unadapted, ideal, antenna performance.

5. COMPUTER SIMULATION

A general digital computer program has been developed to simulate the
adaptive Cassegrain antenna performance. This computer program not only
verifies the adaptive Cassegrain antenna design concept analytically but
also provides performance predictions.

The complete program computes the antenna for field pattern before adaptation
and then Vith given power levels and directions of interferences (jammrs),
computes the optimal weights of the feed array. These optimal weights
minimize the interference received and maximize the desired signa' received.
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Having obtained these optimal weights, the computer program computes the
far field pattern after adaptation and the jammer cancellation ratio, The
computer program can also be used to synthesize the maximum antena gain
pattern by using the internal interference (receiver noise) only in the
adaptation process.

A closed-form expression of the Cassegrain antenna far field pattern is used
in the program. Blockage effect and spillover field are also considered in
the program. Details of mathematical formulation used in the computer
program are given in (9) .

The inputs and outputs of the computer program are summarized in Table 2 and
3.

6. DEMONSTRATION MODEL AND TEST RESULTS

The IMSC adaptive antenna approach raised several questions which could not
be conclusively answered by only an analytical approach. No reasonable
mathematical model can include all the response characteristics, cable
leakage, conducted interference and edge diffraction effects which plague
all hardware systems. These small subtle anomalies in the response of the
antenna are normally not of any significance when the sidelobe response
level and main beam gain of the antenna are the important considerations.
However, these normally inconbequential effects become of great importance
when attempting to generate nulls in the antenna response which are far down
from the main beam peak. Therefore, a demonstration model was designed,
fabricated and tested to prove the design concept.

The adaptive system is a twelve channel sequential system to work with a
narrow bandwidth planar irray. Figure 23 shows the Cassegrain antenna on
the range. The main reflector is of 30 ft. diameter and the center
operating frequency is 6 GHz. Three jammers are available as shown in
Figure 24 as locked in the second sidelobe at 0.95 degrees off center of
the main beam, another one is the intermediate sidelobe region 23 degrees
off boresight and the third one is the far sidelobe region at 66 degrees
off boresight where the mode of propagation is mostly by direct propagation
to the feed, reflection from spars and multipath. The system was tested
with one, two and three jammers and the system suppressed the jammers in
all cases.

Figures 25 and 26 are unretouched Polaroid photographs of a spectrum
analyzer display showing suppression of the jammer and enhancement of the
signal of interest in both photographs. Two jaumers were used - one in the
second sidelobe and one in the intermediate sidelobe at 23 degrees from bore-
sight. The spectrum analyzer bandwidth was 10 kilohertz - the approximate
effective noise bandwidth of the control processor system. Therefore, the
signal-to-noise ratio read from the spectrum analyzer was the signal-to-
noise ratio with which the adaptive processor was working.
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In Figures 25 and 26 there are two jammers, a signal of interest in the
main beam, and the beam steering reference. The two jammers are in the
center with unadapted signal-to-noise ratios of +37 dB and +34dB. The
signal-of-interest is to the right of the trace (higher in frequencyl with-
a signal-to-noise of +12 dB. The reference signal is to the left (lowest
frequency).

The before adaption signal magnitudes are shown in the top traces; and after
adaption, in the lower traces. The jammers were suppressed to below noise
in all trials. Changing the spectrum analyzer from 10 kilohertz to I kilo-
hertz (and slowing the sweep speed) indicated that the jammer level was more
than 12 dB below the 10 kilohertz bandwidth noise level. The j amer residual
barely evident in the lower trace of Figure 25 is due to the change in
range conditions discussed earlier in the time elapsed between the time the
computer stopped after suppressing the jammer to the time the photograph was
taken. The jammers had been suppressed more than 10 dB into the noise at
the end of the adaptation sequence.

The computed Jammer suppression was 48.23 dB. This compares almost exactly
(within instrumentation limits) with a measured cancellation ratio of 47.7 dB
(+34 dB plus 37 dB JIN before adaptation to two -12 dB ratios after adapta-
tion. Note that these ratios must be changed to power ratios before addi-
tion).

The Jammer was suppressed below the noise level because of averaging in the
signal processor. The number of samples of the input which are averaged is
increased as the adaptation progresses. This is done to increase the accu-
racy of the sampled input after each perturbation of the adaptive weights.
The number of samples are increased from eight at the beginning of adapta-
tion to a maximum of 256 samples. This reduces the ambiguity of the measure
of correlation in the signal processor by the square root of 256, or 16. Due
to the square-law characteristic of the correlation detector, this is a
reduction in the correlation power measurement by 16, or 12 dB - the level
to which the Jammer signals can be suppressed below the noise in this
processor system with this averaging.

The computed before and after adaptation antenna responses are shown in
Figure 27. Note that after adaptation, deep nuuls formed in the direction
of jammers and the main beam is not effected. As reported by Mayhan (6)
multiple nulls also formed.

7. ADAPTIVE RECEIVER SYSTEM

A 19 channel adaptive reciever using parallel system and wide bandwidth
components to demonstrate the full capabilities of the LMSC design is under
development.

A number of improvements were incorporated in the design of the adaptive
receiver to achieve wide bandwidth cancellation. Cancellation is
accomplished at RF (3.2+0.2 GHz) rather than at IF to avoid accumulating
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the phase dispersions of the mixers, filters and amplifiers. Furthermore,
the RF microstrip networks and components are designed to hold the amplitude
and phase imbalances to 0.1 dB and 0.60 respectively over the 400 MHz band-
width to insure a maximum (>45 dB) null depth. Hence, post RF perturba-
tions are less critical.

A single high level mixer followed by a soft limiting IF (800 MHz) amplifier
and bandpass filter in the feedback loop provide a constant amplitude to the
local oscillator port of the correlators, thus reducing the dependence of
the jammer signal level. Operating in the feedback loop improves the dynamic
range and ability to handle low level jammers.

Another important attribute inherent in the adaptive algorithm is the injec-
tion of a reference signal at the output of each antenna element and a
difference (1800) signal back into the summing network. This feature
enables the adaptive system to maximize the gain in the direction of the
reference signal. The heart of the adaptive receiver is the complex weights.
The complex weight provide 0 to 60 dB of attenuation or amplitude control
and 3600 phase rotation for each channel (antenna element).

The entire adaptive system, designed to operate between 3.0 and 3.4 GHz, was
based on engineering conveniency because of readily available test equipment,
RF devices and components. Microstrip networks were designed with low
dielectric substrate merely for ease in fabrication and testing. No attempts
were made to miniaturize the adaptive system during this phase of development.
However, a parallel effort was initiated to microminiaturize the exact system
with MIC technology. At this writing, an RF amplifier and constant impedance
PIN attenuator for the complex weights have been successfully implemented on
high dielectric alumina substrate and are currently undergoing engineering
test and evaluation.

CONCLUSIONS

Lockheed Missiles and Space Company has successfully developed an adaptive
antenna system which has the ability of nulling a multitude of simultaneous
jammers of arbitrary positions and polarizations over a very wide instanta-
neous bandwidth.

A computer simulation of the LMSC approach indicates that the performance
is far superior to that of the more conventional peripheral element approach.

Range tests have validated the computer simulation predictions.

System modeling on a digital computer, limited bandwidth testing, and small
scale testing with a four channel brassplate adaptive system predict greater
than 45 dB improvement (ratio) is attainable against a 400 MHz bandwidth
jammer with a center frequency of 3.2 GHz.

At this writing, the 19 element adaptive receiver system is in final phase of
the system integration and checkout. Full comprehensive testing and demon-
stration against a multiple jamming environment is scheduled this Fall.
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WESTAR IV Antenna System

R.D. Ward/P.S. Bains/F.A. Taormina

Hughes Aircraft Company
Space and Communications Group

Technology Division

El Segundo, California

Introduction

The WESTAR IV communications satellite (HS 376G), scheduled for launch in 1982, is a 24 channel
active repeater system. It is a successor to the original WESTAR domestic communications satellite
(HS 333A) built by Hughes Aircraft Company for Western Union and has a twofold increase in com-
munications capacity. High gain shaped antenna beams provide C band (6 GHz receive/4 GHz
transmit) coverage for the continental United States (CONUS), Alaska, Hawaii, Puerto Rico, and the
Virgin Islands, as shown in Figure 1. The range of geosynchronous orbital locations for which coverage
is provided is 79°W longitude to 140°W longitude. Frequency reuse is achieved by means of
orthogonally polarized beams, requiring the antenna subsystem to receive and transmit in both vertical
and horizontal polarizations. Two reflector surfaces (one for each polarization) are employed in a
unique design which embodies the surface in a single physical structure. This structure consists of two
gridded paraboloids placed one in front of the other. In this way the reflectors share a common aper-
ture space with low transmission loss for orthogonal polarization.

Reflector Design

Figure 2 shows the geometry of the two reflectors. Their different offsets allow the vertically and hori-
zontally polarized reflectors to be fed by two independent feed horn arrays which do not interfere with
each other either physically or electrically. Polarization selectivity of each reflector is achieved through
thin conductive strips which are parallel to the desired polarization and bonded to a dielectric substrate
molded to the shape of the desired paraboloid. Tests have shown that insertion loss of the front reflector
is less than 0.1 dB. The crosspolarization performance of the antenna is enhanced due to the suppres-
sion of currents which are orthogonal to the thin strips. As noted from Figure 2, the front grid reflects
horizontal polarization, the rear grid, vertical. Figure 3 shows a breadboard reflector with horizontally

and vertically polarized feeds.

Feed Network Design

The front reflector is fed by a seven horn array of horizontally polarized feed horns. Six of the horns are
diplexed for transmit and receive use. Transmit and receive networks are optimized independently for
best coverage. A block diagram of the horizontal transmit and receive networks is shown in Figure 4.
The network consists of three parts: the transmit dual mode power divider, the receive power divider,
and the combiner (diplexer) network. The transmit dual mode power divider distributes the output
power and phase, as shown in Table 1. The two modes are electrically orthogonal as required for isola-
tion at the inputs. Figures 5 and 6 show the beams produced by exciting the odd and even input ports of
the horizontal transmit dual mode power divider. As indicated by the beam contours, there is some
mode shift (relative beam scanning) produced by the two excitations, but the design is optimized for
minimum difference. The horizontal receive network is a conventional hybrid power divider network.
Figure 7 shows the minimum gain contours for the horizontal receive. Hawaiian coverage is not re-
quired for horizontal receive. The achievable antenna gains are expected to be approximately 0.6 dB
less for transmit and 0.9 dB less for receive based on past performance. The losses include those of the
network, feed horn, and reflector.
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TABLE 1. DUAL MODE POWER DIVIDER OUTPUT DISTRIBUTION

Output Odd Mode Even Mode
Port Power Phase Power Phase

A 0.25 0.0 0.25 0.0
B 0.25 45.0 0.25 -45.0
C 0.25 90.0 0.25 -90.0
D 0.25 135.0 0.25 - 135.0
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The rear reflector is fed by an array of 16 vertically polarized feed horns. Fourteen of the horns are
diplexed for both the transmit and receive bands. The coverage is slightly different than that of
horizontal polarization, since Hawaii is included for receive but excluded for transmit. The block
diagram for the vertical transmit and receive networks is shown in Figure 8. As in the case of horizontal
transmit, a dual mode power divider is used for the vertical transmit network. For CONUS coverage,
four subarrays of three horns each are used. The three horn subarray has the horns stacked vertically.
Power is distributed to the subarray to produce the required secondary vertical beamwidth, but without
the significant spillover loss produced by the high first sidelobe of an E-plane sectorial horn. To reduce
the number of diplexers and hybrids required for the CONUS feed array, a broadband power divider
was developed for the three horn subarray. The divider works for both the transmit and receive bands
and allows for the use of a single diplexer for each subarray. Figures 9 and 10 show the minimum gain
contours predicted for the vertical transmit and receive networks, respectively. As noted from Figure 8,
the vertical receive network incorporates a monopulse tracking function. This network, designed to pro-
duce nulls in both azimuth and elevation from a ground transmitted beacon, provides for antenna
pointing control to within ± 0.05' in both coordinates. This is especially important for reducing edge of
beam (coverage) gain degradation associated with antenna pointing error.
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COMPLETELY-OVERLAPPED-SUBARRAY FED ANTENNA FOR BROADBAND.

WIDE SCAN ANGLE, LOW SIDELOBE RADAR APPLICATIONS

Hugh L. Southall, RADC/EEA, Hanscom AFB, MA

INTRODUCTION

To provide the large instantaneous bandwidth and large scan angle require-
ments of future radar systems, time delay must be employed for antenna weights.
Tang I has surveyed time delay steering techniques and concluded that the com-

pletely overlapped subarray approach offers the widest bandwidth at the lowest
cost since expensive time delay elements are included only at the subarray
level. Borgiotti2 provided a detailed analysis of such an antenna; however,
only limited scanning was considered (+ 4.60 from array broadside).

The present paper describes an experimental completely-overlapped-subarray
antenna with wide angle scanning, low sidelobe capability and other design goals
listed in Table 1. Theory of operation and predicted performance are described
in Section 1. the hardware is described in Section 2, in Section 3 error analyses
are presented and in Section 4 preliminary test results on the feed subsystem are
outl ined.

TABLE I

Antenna Design Parameters/Goals

Center Frequency (X-Band) 9 GHz
3 dB Beamwidth 2.50 , 0 . = 0 and 5.00@ 0 a 550

Scan Anales 0o and 550
Gain (Net One-Way) - 37 dB @ 90 = 00 and- 32 dB @ 0 =550

Bandwidth + 10 0

Sidelobe Levels -35 dB near-in
-40 dB far-out

SECTION I THEORY OF OPERATION

Fante 3'4 has presented the design equations and basic design parameters for
the antenna. A simplified, "idealized," theory is presented here to describe
fundamental operational characteristics. In Fig. 1, a functional diagram of the
anLenna is shown. For e-jWt time dependence, the field on Face C due to an
incoming plane wave is given by

=  (1)

where X is the free space wavelength at signal frequency f. After applying a

beam steering phase tilt, the field is given by

E. x) X- (2)

where 9 is the steering angle and X is the center frequency wavelength. After
propagaing to the face of the feed,°Face B, the field is given by/. LIZ



where the quadratic phase term is a near field effect which can be removed by

quadratic time delay at Face B. If the quadratic term is removed, Et(x) is

substituted into (3),and an "idealized" infinitely large array (L 4 Co) is

assumed, then

(9 { 2r 440%.,v\O (4)

where R = Xo/ 0 f/f and 6 is the delta function. Therefore, the field

appears as a spot on Face B. For a microwave lens beam former (see Fig. 2 for

an example), the pth beam is directed at an angle p from Face B, where

P F
Note that the subarray beam patterns are (sinx)/x distributions and com-

pletely overlap one another on the array hence the term "completely overlapped'
subarray antenna. The voltage at the pt beam port is

Vr J E~je (6,)

sin 9 Eqs (4) and (5) in Eq (6) gives

j Z ( S

where q = p -1/2, and the scanning parameters are S =y(D/X )sin 9 and

S = (D) sin9 o .  After phase shift and time delay in earh beam channel,
te variable power divider performs a weighted summing which results in an

output voltage 3

Substituting Eq (7) into Eq (8) and recalling that the spot defined by Eq (0)

must fall within ly" b for our "idealized" system, the output signal as L.
function of far field angle is given by

,1; 'e r e

fULt{ o -thIru-,s

The antenna pattern is the product of a "window" (or rectangle function) .3nd -I
pattern whose main beam does not shift in angle as the frequency varies and
whose sidelobe structure is determined by the subarray amplituae taper I
These pattern properties are illustrated in Fig, 3. p

The broadband performance of the cniple:ely overlapped subarray anteni ,> "
a direct result of these properties. For example, if the limiting frequencies

22



are defined as those frequencies where either (a) a grating lobe appears or (b)
the window slides past the main beam (see Fig. 3) and defining f = f + 6f.
then the maximum frequency deviations from the center frequency are given in
Table 2. For this analysis, y - bD/(X F) - 0.4, must be less than one.

TABLE 2

Maximum Frequency Deviations tor SO > y

Main Lobe Condition Grating Lobe Condition

f > f0  Sf <f

o~, r S0 0

Ideal bandwidth (defined as the difference between the lower of the two upper
frequency limits and the higher of the two lower frequency limits normalized
by the center frequency) is plotted in Fig. 4 for the design parameters of the
experimental antenna.

To account for the finite width of the array and the fact that discrete
radiators are used on Faces B and C, the following equation is used to calculate
the radiation pattern A. +.

F~
k=-K - vv:-Nf~t 0 - l

- 2 r , -~ ' ~ i i ~ ~ ")~(11)

where
A, " - .0L*. , v= F . S 0 ')d. F .-ri"t .

The a are the relative amplitude weights on Face B and for the experiment a -1.
Therenare 2K array elements located at positions 6(k- ) on Face C and 2N feea
elements located at positions A(n- -) on Face B. For the experiment, 2K=60,
2N=16, 2M=16, 6 = x /2 and A = 0.556X . An isotropic element pattern has been
assumed for Eq. (11?.0

Radiation patterns are shown in Fig. 5. The first sidelobes are at -35 dB
as a result of the subarray taper function

A Fc1(rr /MN
"O:-Ir m I IM (12)

Also, the "window" drastically reduces sidelobe levels at angles outside of
S = S -y to S = S +y. This is evident in Figure 5(C) where S -y corresponds
to 37 o0

NoteL For S . y there are no frequency limits.

O

• .. ,i i~ IIIl~IIi iI I
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To illustrate the effect of frequency variation on the pattern, the scan
angle of 550 was held fixed and patterns for f = f , 1.1f and 1.3f are
plotted in Fig. 6. Note that the patterns are plotted veous the scanning
parameter. In Fig. 6(a) the subarray window cuts off the far-out sidelobes
at S0 - y = 1.1; however, the cut-off is not abrupt (as it would be for a
perfect window) due to the finite aperture of the main array. In order to
understand the patterns for the two higher frequencies note that there are
two sets of grating lobes. One set is due to the discrete placement of
radiators on Face C and is determined by (see Eq. 11).

R(S-S ) 6/D = + n (13)

where n = 1 for the two grating lobes closest to the main beam. The other set
is due to the subarrays and repeats the main beam pattern when (see Eq. 9)

R(S-S ) = + n. (14)

For operation at the center frequency, Fig. 6 (a), there are no grating lobes
due to the discrete radiators on Face C; however, at S = 0.50, there is a
subarray grating lobe which is suppressed by the window function whose edge
is at S = 1.10. At a frequency 104 higher than the center frequency, Fig. 6(b).
the subarray grating lobe is still suppressed since its location is now at
S = 0.59 and the lower edge of the window has shifted down to only S = 0.96.
Note, however, that a discrete radiator grating lobe appears at S = -1.827
(approximately -900). The window function fails to suppress thi_ spurious
lobe since its presence was neglected in the pattern analysis discussed earlier
in conjunction with Figure 3. This grating lobe is present because of the
chosen radiator spacing of X /2 and the large scan angle (550) of the experi-
inent and will not affect the main objectives of the program. In fact, the
lobe will be reduced by the element pattern. For a 307, higher signal frequency,
two spurious lobes appear, Fig. 6(c). The discrete grating lobe at the far left
occurs at S = -1.315. A subarray grating lobe occurs at S = 0.73 and appears
because the lower edge of the window has snifted down to S = 0.75 and the edge
is sufficiently smeared out to pick up part of the grating lobe. This cor-
responds to the condition shown in Fig. 3(b).

In addition to a microwave lens beam former, a Butler matrix beam formn-
network was considered for the feed. An antenna pattern for ar 8 beam/8 C;I emenl
Butler matrix feed is shown in Fiqure 7. Near-in sidelobes a:e below -30 i ' and
far-out sidelobes are quite low; however, the far-out sidelobes are consih -ahlv
hi.her than those in Figure 3(c) for a 16 beam/16 element lens. The sub3,,a'j
,aper for the Butler matrix feed is 0, -3, -10 and -28 dB (power) for BIR (beam
,me right, ie the first beam to the right of feed broadside), 32R, 33R and B4R
ftme right-most beam). The four left beams are tapered symmetrically. The beam
pointing angles are determined by

Thus the subarray beam pointing directions change with frequency, unlike the
subarray beams of a microwave lens, (see Eq. (5)), and this causes an angular
shift of the main lobe.

4



SECTION 2 HARDWARE DESCRIPTION

An experimental antenna is being fabricated to determine the operational
performance of the completely overlapped subarray concept. In Fig. 8, the
main parts of the antenna are shown to be: (1) the variable power divider,
(2) the Rotman lens feed, and (3) the array lens including the 60 element
linear array. Each subsystem is discussed in detail below, where operation
is described in terms of the transmission mode with power entering the single
port at the right in Fig. 8.

Variable Pcwer Divider

The variable power divider provides 16 way power division with appropriate
amplitude taper for each of the 16 beam ports of the Rotman lens. The 2-way
and two 8 -way X-band power dividers provide the one to 16 power division. The
16 miniature coaxial attenuators provide the amplitude taper given by Eq. (12)
to a good approximation. Starting from the beam port nearest the center, the
symmetrical power taper for both the 8 right and 8 left beam ports is: 0,
-.5, -2.0. -4.0, -7.5, -12.0, -19.0 and -28 dB. Coaxial line stretchers provide
phase adjustment in each beam port channel to phase match the outputs of the
variable power divider and for any phase compensation required by the feed or
connecting cable assemblies. Phase adjustment can be made over a range of 0 to
1400 (or + 700) at 9 GHz and is accomplished by the adjustment mechanism illus-
trated in Fig. 8 which provides a screw type control for precise phase adjust-
ment and a solid, cradle-type support to reduce accidental phase changes due to
mechanical movement. The 16 semi-rigid, coaxial cables connecting the variable
power divider to the 16 beam ports of the Rotman lens are used to introduce the
correct time delay and phase advance (See Eq.(8)) into each beam channel. Phase
advance is incorporated "modulo-2r" for the center frequency of 9 GHz. Since the
phase shift through the cable is a function of the length (0 -0, where{

,s the cable electrical length), the phase will change as the frequency
changes. This results in random phase errors for frequencies off center fre-
quency as discussed in the next section.

Rotman Lens

As shown in Fig. 8, the feed subsystem is a 16 beam/16 element Rotman
lens. The mechanical structure is a two dimensional "pill box" with flat
aluminum plates separated by 0.40 inches. Element radiators are monopole
probes which are connected to the semi-rigid cables by SMA connectors and
extend into Lhe waveguide region as shown in Fig. 8. There is one dummy
element terminated with a 50 Q load on each end of the input and pickup probe
arrays to reduce edge effects. Since the beams are coherently combined, cor-
recting time delays were applied in each beam channel using the 16 coaxial

cables connecting the lens with the variable power divider. This correction
is required since the lens was designed for g = 1.14 rather than 1.0, where g
is the ratio of on-axis to off-axis focal length.5 The set of 16 semi-rigid
coaxial cables connecting the Rotman lens pick-up probes to the linear array
on Face 3 also contain additional path length corrections which are determined
by the lens design. 5 These cables also incorporate fixed time delays which
compensate for the quadratic term in Eq. (3). The lens is designed such that
each beam port provides approximately uniform illumination of the pick-up
probes, therefore, the feed linear array will illuminate the array lens with
orthoqonal beams with approximate (sinx)/x distributions. The outermost
beams point at 450 on either side of the normal to Face B.



Array Lens and 60 Element Linear Array

A large lens with a radius of 25.54 inches connects directly to the Rotman
lens feed. The radiating aperture size of the linear array is 30 Xo Note
that the mechanical structure is the same as the parallel plate Rotman lens
construction; however, because of the large size, honeycomb stiffening material
is placed over the plates to hold the strict tolerances required. There are
five dummy radiating elements on each end of both the array lens pick-up
probes and the 60 element linear array. Semi-rigid coaxial cables are used to
connect the probes on the circular face of the lens to the linear array. These
cables are used to introduce the beam steering phase tilt. For discrete probe
positions, the coordinate x in Eq (2) becomes 6(k-1/2) for k= -K+I, -K+2,....
K-I, K, and the phase shifL is (360/X)6(k-1/2) sin 90" Again, the phase tilt
will be correct only for X = Xo" Finally, there are two, 350 flare angles on
the radiating aperture.

SECTION 3 ERROR ANALYSIS AND RF LOSS BUDGET

Sidelobe levels due to random phase errors in the antenna can be calculated
using the results of Fante. 3 There are two distinct sidelobe regions: near-in
sidelobes defined here to be within the subarray window enclosing the main beam
and far-out sidelobes outside this region. For random phase errors, with
variances , r2 and O2, (square radians) on Faces A, B, and C of the antenna,
expressions for sidelobe levels (relative to the main beam peak power) are:

Near-In Sidelobe Level
SL 0 0.1 a 2 + 0.002 U 2 + 0.077 (Y2 (16)

aA B C
Far-Out Sidelobe Level

2 2 2SL = 0.00012 aA + 0.00068 a B + 0.077 a (17)

and the sidelobe level in dB is 10 log 10 SL. The phase errors at Face A are
due to the variable power divider, line length and probe position uncertainties
and at Faces B and C to probe position errors at both pick-up and radiating
probes and to line length errors. Probe position tolerance is assumed to be
0.002 inches RMS. Calculated sidelobe levels are shown in Tai)le 3 for .Jifferent
phase errors due to the variable power divider and coaxial lines. -!ote tinat t!,e
-ariable power divider phase error affects only the near-in sidelo- leve.
is primarily line iengt, phase errors which influence the fai-.)Ut sideloue ev .
Near-in error sidelobes of -33 dB and far-out error sidelobes of -3C d a'e pre-
c;cLed using the tolerances fo, he experimental antenna and the analysis
:esc ibed above. TABLE 3

Side Ljbe Level> for Various Random Phase Error Conditions

!7 cjrn ,.o , Phise Errcrs
(der-rees RMS)

P.wer Line Near-in Error Sidelobe Far-Out Error idlcee
rivide, Lenuith Level (dB) Level (dS)

3 3 -31 -36
5 3 -29 -36
7 3 -27 -36
3 2 -33 -40
2 2 .31' -o
1 I -~40 -I40



The pattern in Fig. 9 was calculated for an assumed random phase error

of 3 degrees RMS on Face C and perfect phases in the rest of the antenna.

Using the error analysis gives -38 dB for both near-in and far-out error
sidelobe levels, which is a few dB higher than the levels from Fig. 9, there-
fore, the equations yield slightly conservative (higher) sidelobe level

estimates. The effect of random phase errors in the feed is illustrated in

Fig. 10 for the Butler matrix. Measured phases at the 8 radiating elements
were used for the calculation and all other phases were assumed to be perfect.
The measured RMS phase error for any beam is-15 degrees, therefore, the side-

lobes are increased greatly within the subarray window. The window still cuts
off the far-out sidelobes to some degree; however, comparing Fig. 10 with

Fig. 7 (where zero phase error was assumed) it is obvious that the far-out
sidelobe level has been raised.

As mentioned earlier, since coaxial lines are being used to obtain phase
shift, phase errors are introduced with changing frequency. This effect is
shown in Figure 11.

A power budget considers the following losses: (1) at probe elements on
Faces A, B and C, mismatch losses of 0.1 dB (VSWR - 1.4) five times for a total
of 0.5 dB, (2) average losses of 1.0, 0.5 and 0.75 dB for the coaxial cables on

Faces A, B and C respectively, (3) 0.50 and 0.75 dB for the Rotman lens and
array lens respectively for the receive mode, (4) 0.5 dB insertion loss for
the line stretchers, (5) 1.6 dB taper loss and (6) 1.2 dB insertion loss for the
three power dividers. Total receive mode losses are 7.3 dB giving an antenna
efficiency of about 20/,. The calculated directivity assuming an azimuth gattern
like Fig. 5(c) and an elevation pattern which is constant within the + 35
extent of the flare angles is 39,3 dB, therefore the gain is approximately 32 dB.

SECTION 4 FEED TEST RESULTS

Testing has been limited to the Butler matrix feed since the other components
are still being fabricated. A test program for the complete antenna is scheduled
for 1981. The Butler matrix was connected to an 8 element linear array (similar
to the pill box structure of Fig. 8) and the composite 8 beam patterns shown in
Fig. 12 were obtained on a Scientific-Atlanta 2020 Antenna Analyzer. Sidelobe
levels are higher than the -13 dB for a (sin x)/x beam due to large random phase
errors in the Butler matrix (- 15 RMS) and the element pattern of the probes
which was distorted by mutual coupling effects and by the edge effects of the
relatively small aperture size of the linear array. In Fig. 13, mutual coupling
between probes is illustrated by plotting the relative power coupled to the
remaining 9 probes when power flows into either probe 1, 6 or 8. The power
coupled to probes on either side of the excited probe is only 12 dB down from
the input power level. For a linear array of open-ended waveguide radiators,
this power level is more than 20 dB down. Therefore, mutual coupling will play
an important role in the probe type radiator array.

CONCLUS ION

An antenna utilizing time delay at the subarray level has been shown to
have the potential of wide bandwidth, low sidelobes and wide angle scanning.
Antenna pattern computer simulations were used to illustrate principal features
and the effects of phase errors. Measurements made on the Butler matrix feed
array simulator indicate that Butler matrix phase errors and mutual coupling
between probe radiating elements adversely affect the pattern for this feed
subsystem. Near-in sidelobes are raised above -20 dB; however, far-out side-
lobes remain low, about -40 dB, due to the subarray window effect. The Rotman
lens feed is expected to have better performance.

7
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A FAST VERSATILE WAVEGUIDE BRANCH-LINE COUPLER
DESIGN METHOD

C. C. Hung

Lockheed Missiles and Space Co., Inc.

Sunnyvale, CA 94086

1. Introduction:

Antenna array designers are now often faced with extremely low

sidelobe requirements (>35 dB). This extremely low sidelobe requirement

mandates that the amplitude and phase of each array element be maintained

very accurately. The feed network for low sidelobe and high power antenna

arrays usually are formed in waveguide and employ precision couplers as

the critical component. It is therefore essential to have a fast, versatile

and very accurate design method for waveguide couplers to avoid any emirical

adjustment.

The analysis and synthesis of waveguide branch-line couplers has

been studied by Reed and Wheeler [1], Reed [2], Patterson [3], Young [4],

Levy and Lind [5], and Levy [6, 7, 8, 9]. Levy's papers contain detailed

information on the design of waveguide branch-line couplers, However Levy

used Zolotarev functions to find the internal impedance levels within the

coupler. These functions are cumbersome and corrections for the waveguide

discontinuities must still be made.

A simple, fast, versatile and accurate computer-aided design method,

which does not use any complicated mathematical functions, is presented

here. The analysis of a waveguide branch-line coupler is first briefly

reveiwed in Section 2. The design method is then discussed in Section 3.

Some design examples are presented in Section 4. Section 5 contains a

comparison between the measured and computed performance of a 3 dB coupler.

2. Analysis:

The performance of a symmetrical branch-line coupler can be computed

using even/odd mode analysis [1] and the equivalent circuit of a waveguide

T-junction. If the in-coming wave amplitude at port #1 in Figure 1 is of

unity value and the out-going wave amplitudes at the four ports are Al,

A2, A 3, and A4, then the VSWR, coupling and directivity of this coupler

are given by the following relationships:
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1 + Al
VSWR =

C = 20 log IA31 dB
A3

D 20 log dB

The out-going wave amplitudes at four ports can be obtained from

the reflection coefficient (f) and transmission coefficient (T) of an

even and mode analysis.

A1 = 1/2 (re + ro)

A2 = 1/2 (Te + To)

A 3 = 1/2 (Te - To)

A4 = 1/2 (re - ro)

The equivalent circuit of a waveguide T-Junction is given by Marcuvitz

(10] and is shown in Figure 2, where Ba9 Bb, Bc, and B d are the discon-

tinuity susceptances of the T-junction. Since, in a branch-line coupler,

the T-Junctions are separated by a length of waveguide (transmissi n

line), the equivalent circuit transforms to that shown in Figure 3. The

ABCD matrix of the equivalent circuit for both even and odd mode can now

be computed readily. The reflection and transmission coefficients are

related to the ABCD matrix as follows:

re = (Ae + De) + (Be - Ce)

Ae + Be + Ce + De

2
Te

Ae + Be + Ce + De

ro = (Ao + Do) + (Bo - Co)

Ao + Bc + Co + Dc

To 
2

Ao + Bc + Co + Do

For any given physical dimensions of a waveguide branch-line coupler,

its performance can now be computed readily.
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3. Design Method:

Suppose the desired coupler performance, as a function of frequency,

is described by the out-going waves at the four ports as A1 0 (f), A20 (f),

A 30 (f), and A4 0 (f) and also suppose that for a given set of physical

dimensions, the coupler performance is described Al(f,x-), A2 (f,x),

A 3 (f,x), and A 4 (f,x) where-R = [x , x ....... ,x ] and represents the

physical dimensions of the coupler. A figure of merit can be defined

as follows:

F =F (-R)
4f 2

Y A. (f,) - A. (f) I df
1=1J ii

This figure of merit is the measure of the difference in performance

between the given coupler and the desired coupler. The objective now

is to adjust the physical dimensions of the coupler such that this figure

of merit becomes zero, i.e., until the actual performance approaches the

desired performance as an asymptote.

The figure of merit, F , is a non-negative function of many varia-

bles with each variable being controlled by one physical parameter of

the coupler. The objective is now to find the minimum of a non-negative

function of many variables. The method of minimization has been studied

by many researchers and a general subroutine is available [11]. The

method used in this subroutine is basically the steepest descent method

to find a local minimum. Starting with an initial design of the coupler,

the minimization of the figure of merit will lead to the design of the

coupler with the desired performance.

In this computer-aided design method, the desired coupler perfor-

mance can be a maximally flat response, a Tchebyscheff response or any

other synthesized response. No complicated mathematics are involved.

Practical considerations dictate that certain physical dimensions, such

as waveguide width and height, be kept constant. Mechanical or assembly

considerations may also require certain physical dimensions to be fi:a2d.

Therefore, the number of variables in the minimization process is gener-

ally less than the number of physical parameters which can control the

performance of the coupler.
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The integration in the definition of figure of merit is converted

to a finite sum in the actual computation. The derivatives required in

the minimization process can be obtained numerically.

It has been found that the design for periodic branch-line couplers

given in [12] is very useful as the initial design point for the present

method.

Since the waveguide discontinuity is considered in the equivalent

circuit, the corrections for the discontinuities are not necessary, and

hance, no empirical adjustment is necessary.

4. Design Examples:

Three design examples will now be discussed. In all three examples,

it takes only a few seconds on a Univac 1110/43 computer to converge to

the final design. Constant coupling within the frequency band is the

desired performance in the following examples.

(1) 3dB, 4-branch coupler

The waveguide is chosen to have a width of 1.072 inch and a height

of 0.200 inch. The initial performance, or starting point, is as follows:

INITIAL PERFORMANCE

A = 1.0720 BRANCH BRANCH

HEIGHT WIDTH SPACING

.2000 .0470 .3000

.2000 .1080 .3000

.2000 .1080 .3000
.0470

COUPLER LENGTH = 1.2100
DISTANCE BETWEEN CENTER LINES OF TWO WAVEGUIDES = .5180

FREQ VSWR COUPLED PORT DIRECT PORT DIRECTIVITY
DB DEG DB DEG DB

9.4000 1.0689 3.2248 - 1.5805 2.8251 88.3754 25.95
9.5000 1.0682 3.2373 - 7.2478 2.8134 82.7126 26.00
9.6000 1.0669 3.2424 -12.8860 2.8082 77.0845 26.13
9.7000 1.0657 3.2401 -18.5006 2.8096 71.4853 26.28
9.8000 1.0651 3.2309 -24.0965 2.8176 65.9094 26.39
9.9000 1.0658 3.2148 -29.6790 2.8326 60.3519 26.35

10.0000 1.0685 3.1920 -35.2534 2.8549 54.8083 26.11

By keeping waveguide width and height fixed and also keeping the distance

between center lines of two waveguides fixed, the minimization of the

figure of merit gives following design and performance:
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DESIRED COUPLING VALUE = 3.0100 (DB)

A - 1.0720 B - .2000
BRANCH BRANCH

HEIGHT WIDTH SPACING

.2000 .0478 .2883

.2000 .1122 .2518

.2000 .1122 .2883
.0478

COUPLER LENGTH = 1.1483
DISTANCE BETWEEN CENTER LINES OF TWO WAVEGUIDES = .5180

COUPLED PORT DIRECT PORT DIRECTIVITYDB DEG DB DEG DB

9.4000 1.0071 2.9729 13.8528 3.0482 103.8522 45.98
9.5000 1.0024 2.9955 8.3604 3.0252 98.3605 55.30
9.6000 1.0009 3.0104 2.9096 3.0102 92.9096 63.64
9.7000 1.0021 3.0179 - 2.5062 3.0027 87.4937 56.51
9.8000 1.0021 3.0182 - 7.8930 3.0025 82.1070 56.79
9.9000 1.0008 3.0113 -13.2560 3.0093 76.7440 64.45

10.0000 1.0023 2.9975 -18.6005 3.0231 71.3994 55.80

Thus, a total unbalance of 0.43 dB is reduced to 0.04 dB and the minimum

directivity is increased by 20 dB.

(2) 5dB, 5-branch coupler

The waveguide is of 1.072 x 0.200 cross section. The initial

performance is as follows:

A - 1.0720 B = .2000

BRANCH BRANCH
HEIGHT WIDTH SPACING

.2000 .0420 .3200

.2000 .0790 .3200

.2000 .0790 .3200

.2000 .0790 .3200
.0420

COUPLER LENGTH = 1.6010
DISTANCE BETWEEN CENTER LINES OF TWO WAVEGUIDES = .5180

COUPLED PORTS DIRECT PORT DIRECTIVITY
DB DEG DB DEG DB

9.4000 1.0137 2.9617 - 92.5699 3.0603 - 2.5749 40.34
9.5000 1.0031 2.9761 - 99.7160 3.0448 - 9.7162 53.32
9.6000 1.0082 2.9845 -106.8160 3.0365 -16.8161 44.73
9.7000 1.0173 2.9868 -113.8757 3.0352 -23.8773 38.32
9.8000 1.0255 2.9831 -120.9008 3.0404 -30.9028 34.96
9.9000 1.0329 2.9735 -127.8965 3.0521 -37.8956 32.76
10.0000 1.0396 2.9580 -134.8675 3.0700 -44.8595 31.18
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The initial design now gives only 3 dB coupling instead of the 5 dB
desired. Again, by keeping the waveguide size fixed and also keeping
the distance between center lines of the two waveguides fixed, the
minimization gives following design and performance:

DESIRED COUPLING VALUE = 5.0000 (DB)

A = 1.0720 B = .2000

BRANCH BRANCH
HEIGHT WIDTH SPACING

.2000 .0208 .3338

.2000 .0610 .3131

.2000 .0789 .3131

.2000 .0610 .3338
.0208

COUPLER LENGTH = 1.5362
DISTANCE BETWEEN CENTER LINES OF TWO WAVEGUIDES .5180

COUPLED PORT DIRECT PORT DIRECTIVITYFREQ VSWR DB DEG DB DEG DB
9.4000 1.0032 4.9716 - 79.6972 1.6641 10.3026 47.88
9.5000 1.0019 4.9895 - 86.3000 1.6558 3.6999 52.39
9.6000 1.0008 5.0010 - 92.8638 1.6504 - 2.8638 59.74
9.7000 1.0008 5.0062 - 99.3922 1.6480 - 9.3922 66.31
9.8000 1.0012 5.0052 -105.8886 1.6485 -15.8887 58.45
9.9000 1.0015 4.9980 -112.3562 1.6518 -22.3563 54.77

10.0000 1.0018 4.9847 -118.7983 1.6580 -28.7983 52.62

The above performance is very good showing that the initial design is not

critical.

(3) 2 dB, 5-branch coupler

A = 1.0720 B = .2000

BRANCH BRANCH
HEIGHT WIDTH SPACING

.2000 .0400 .3200

.2000 .0800 .3200

.2000 .0800 .3200

.2000 .0800 .3200
.0400

COUPLER LENGTH - 1.6000
DISTANCE BETWEEN CENTER LINES OF TWO WAVEGUIDES = .5180

COUPLED PORT DIRECT PORT DIRECTIVITYFREQ VSWR DB DEG DB DEG DB
9.4000 1.0239 2.9837 - 92.3444 3.0395 - 2.3586 35.59
9.5000 1.0158 2.9976 - 99.4865 3.0241 - 9.4894 39.15
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COUPLED PORT DIRECT PORT DIRECTIVITY
FREQ VSWR DB DEG DB DEG DB

9.6000 1.0131 3.0057 -106.5831 3.0157 -16.5795 40.70
9.7000 1.0167 3.0078 -113.6394 3.0140 -23.6318 38.61
9.8000 1.0228 3.0041 -120.6608 3.0187 -30.6495 35.96
9.9000 1.0290 2.9944 -127.6520 3.0298 -37.6359 33.87

10.0000 1.0348 2.9789 -134.6176 3.0471 -44.5948 32.30

The final design and its performance as as follows:

DESIRED COUPLING VALUE = 2.0000 (DB)

A - 1.0720 B - .2000

BRANCH BRANCH
HEIGHT WIDTH SPACING

.2000 .0250 .3326

.2000 .0965 .2763

.2000 .1314 .2763

.2000 .0965 .3326
.0250

COUPLER LENGTH - 1.5920
DISTANCE BETWEEN CENTER LINES OF TWO WAVEGUIDES f .5180

COUPLED PORT DIRECT PORT DIRECTIVITY
FREQ VSWR DB DEG DB DEG DB

9.4000 1.0194 1.9794 - 87.8575 4.3676 2.1421 35.96
9.5000 1.0144 1.9940 - 95.2210 4.3411 - 5.2198 38.63
9.6000 1.0093 2.0017 -102.5383 4.3270 -12.5371 42.54
9.7000 1.0039 2.0025 -109.8171 4.3251 -19.8167 50.50
9.8000 1.0025 1.9965 -117.0651 4.3353 -27.0651 53.79
9.9000 1.0095 1.9838 -124.2900 4.3578 -34.2885 42.34

10.0000 1.0180 1.9644 -131.4997 4.3932 -41.4928 37.01

5. Measured Performance:

A 3 dB, 3-branch coupler designed using the equivalent circuit and

method of minimization was fabricated. The coupler then was tested with-

out any adjustment. The measured and computed performance are listed in

Table 1. The measured couplings are within 0.1 dB of the computed value.

Since the accuracy of equizalent circuit deteriorates as the branch

width becomes larger (compared with the waveguide height), the accuracy

of the computed result of this 3 dB 3-branch coupler is not as good as

that of a coupler with more than three branches or with less coupling.

Therefore, the comparison between the measured and computed performance

shown here are believed to represent a worst case.
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6. Conclusion:

A computer-aided design method for waveguide branch-line coupler

has b5en developed. This design method is fast, not limited to any

particular desired coupler performance, and can include all the mechani-

cal restrictions imposed on the coupler. The design method has been used

to design over one hundred couplers, with coupling values ranging from

1.5 dB to 14 dB, in less than one day's time with excellent results.
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WAVEGUIDE WIDTH - 1.072 HEIGHT = 0.200

COUPLER HEIGHT = 0.200, 0.200

BRANCH WIDTH = 0.084, 0.146, 0.084

BRANCH SPACING - 0.260, 0.260

VSWR COUPLED PORT (dB)

FREQ MEASURED COMPUTED MEASURED COMPUTED

9.4 1.07 1.064 2.96 2.972

9.5 1.06 1.040 3.02 2.998

9.6 1.02 1.018 3.02 3.016

9.7 1.05 1.003 3.04 3.026

9.8 1.08 1.023 3.07 3.026

9.9 1.07 1.043 3.01 3.017

10.0 1.07 1.064 3.02 2.999

DIRECT PORT (dB) DIRECTIVITY (dB)

FREQ MEASURED COMPUTED MEASURED COMPUTED

9.4 2.97 3.035 27.45 27.16

9.5 2.95 2.999 31.62 31.18

9.6 2.93 2.977 38.84 38.09

9.7 2.91 2.968 47.67 53.95

9.8 2.93 2.972 35.18 36.05

9.9 2.89 2.988 30.09 30.60

10.0 2.95 3.016 26.72 27.21

TABLE 1. MEASURED AND COMPUTED COUPLER PERFORMANCE
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WIDEBAND MICROWAVE LENS ANTENNA FOR TACTICAL RADAR APPLICATIONS

Peter Franchi
Nicholas Kernweis

Walter Rotman

Rome Air Development Center
Electromagnetic Sciences Division
Antennas & RF Components Branch

Hanscom AFB, MA 01731

Summary: A space-fed phased array antenna is being developed for tactical
radar applications where large instantaneous bandwidths and low sidelobes
are required. The limitation on bandwidth in a normal phased array system,
caused by the use of phase shifters rather than time delay units, is overcome
in this antenna by providing course beam steering through multiple switched
feeds and fine beam steering by phase shifters.

The phased array antenna consists of a stack of identical constrained
21Dmicrowave lenses with printed circuit dipoles interconnected between
their inner and outer surfaces and with line source feeds spaced uniformly
along the focal surface of the cylindrical structure. Each of the line
source feeds is constructed as a parallel plate pillbox, operating in the
TE0 1 mode and with a hybrid waveguide input to provide a monopulse capability
in the elevation plane. A C-Band model of this lens, with a two degree
beamwidth, ten percent bandwidth and scan range of ninety degrees in azimuth
and fifty degrees in elevation, is under construction. Although this model
does not contain, at present, the phase shifters required for fine beam
steering, it will be capable of demonstrating the course beam steering
in azimuth by switching between the four line source feeds. The principles
of operation of this antenna design, as well as its potential extension
to wider bandwidths and scan angles, will be discussed.

Introduction: An increasing number of low sidelobe antennas for military
applications require phased array antennas with large instantaneous bandwidths
for the reduction of interference and increased range resolution. The use
of conventional phase shifters in large phase arrays severely limits the
scan angle over which the bandwidth can be maintained. The use of a space-
fed microwave lens with a small number of feeds that provide beams with
wideband behavior overcomes this problem. Conventional low cost phase
shifters can be used to provide wideband scanning at small angles close to
the beam position defined by one of the feeds. Therefore, switching between
feeds provides the wide-angle coarse scan and the phase shifters provide
the small-angle fine scan. The complete antenna system, then, is a set of
feeds feeding a microwave lens with phase shifters in the lens aperture.
We are presently fabricating a lens antenna with the feeds, but without the
phase shifters in order to reduce costs.



Design Principles: Before going into the lens design, a review of the
bandwidth limitations is helpful. In Figure 1, the percentage bandwidth
of a lens antenna is defined in terms of the maximum scan angle and the

antenna diameter in wavelengths. For example, a sixty wavelength antenna
with four feed points would give a seven percent bandwidth to cover a

total angle of 90% Likewise, a fifty wavelength antenna would have a
nine percent bandwidth. Figure 2 demonstrates how the combination of
wideband lens with a small number of feeds (in this example, four) can
be used with the aperture phase shifters to give wideband, wide angle,
phased array performance. Consider horn #4 as an example. With all the
phase shifters at their zero settings, the angle that beam #4 makes with
the array normal is equal to that of horn #4. Small scan perturbations
away from this beam position is possible by the use of the phase shifters,
without reducing the bandwidth below the amount given by the equation in
Figure 2. In other words the use of a wideband, wide angle lens enables
the maximum scan angle times the bandwidth product to be increased in
proportion to the number of feeds used for the array.

Systems that require wide angle scan in both azimuth and elevation
with wideband performance often use stacks of bootlace lenses feeding an
orthogonal set of similar lenses. For moderate to high gain antennas this
arrangement can be very bulky, expensive, complex, unreliable and heavy.
A simpler antenna can be derived by replacing the point source horn feeds
of a 2D bootlace lens with line source feeds in a 3D lens (see Figure 3).
If the line source feeds are phased to radiate at zero elevation angle, the
lens characterizT,cs (defined by parameters such as size, shape, and optical
path lengths) are exactly those of the 2D lens. Scanning in elevation, for
this case, would restrict the beams to the same bandwidth limitations of
Figure 1. If a cylindrical lens is designed to be fed by a line source
phased to radiate at an elevation angle [ (measured from the normal to the
aperture), by symmetry it must equally well collimate the beam for a line
source feed radiating at an angle of -n . In effect, the line source
feed and lens combination has six perfect focal points (see Figure 4),
consisting of three sets of focal points in azimuth at elevation angles of
+ 3 . This cylindrical lens design, together with aperture phase shifters,
would give a large angular region, over which the phase aberations are
small, for which wideband operation is possible.

The equations for the 3D cylindrical lens are derived from Figure 5
where F2 represents the line source feed radiating at an angle 3 . A
general ray from the line source to an arbitrary point on a wave front is
set equal to the central ray. The solutions from the resulting set of
equations (one for each focal point) completely specify the lens. It is
interesting to note that the equations for the 3D cylindrical lens are
identical to the 2D equations, defining the Rotman-Turner lens, when the
path length w of the 2D lens is multiplied by cos3 . (In this transformation
w is replaced everywhere by w' sec R ). As a result, in the design of
a 3D cylindrical lens, only the transmission line lengths in the 2D lens
prototype need be changed since the lens contours remain unchanged.

Antenna Configuration:
A major task of this development effort is to obtain low sidelobes which
can be adversely affected by improper choice of a large number of design
parameters. For example, the mutual coupling, which changes both the

2



VSWR and the active element pattern, or line source spillover could
raise sidelobes above acceptable levels. In addition, multiple internal
reflections, edge effects and the several sources of phase and amplitude
error (systematic lens errors, foed errors and random errors) are also
expected to increase the sidelobe levels. All of these problems are
being examined to ascertain the best approach for reducing their contribution.
Our goal is to set all azimuth sidelobes, except for three symmetrical
pairs closest to the main beam, to be below 50 dB, with the largest of
these below 35 dB. For example, line source feed spillover will be
eliminated by enclosing the feed lens combination in an absorbing shroud.
Low feed spillover and good shroud design should keep the resulting new
source of error (internal reflection) to sufficiently low levels. Resistive
attenuation is added to the edge elements of the lens in the azimuth
plane to provide better control of the amplitude taper. Since the line
source feed radiates only a relatively small amount of power into this
edge region, little additional loss is contributed. Resistive tapering
also reduces mutual coupling effects at the edges and can help to reduce
the variation of aperture taper with frequency if it can be well matched
and designed so that its phase shift with frequency is identical to that of
the lossless transmission line.

A microwave antenna which incorporates these principles is presently
being designed, with initial testing and fabrication expected by the late
fall. This lens will have elevation focal points at -150 and azimuth
focal points at 0* and *300. The lens, operating at C band, will be 42
inches wide and 39 inches high, with a total of 896 radiating elements.
A parabolic pillbox antenna with monopulse feed, operating in the TEO,
mode, serves as the line source feed and will be physically moved to obtain
the various azimuth focal positions. The focal length of the lens is 40
inches.

A theoretical analysis was undertaken to determine the aperture and
flare angle of the feed, the resistive tapering of the lens and the effect
of these parameters on the far-field pattern. This analysis has not included
mutual coupling random errors or mismatch effects, but models the azimuth
behavior in most other critical aspects. Figure 6 represents the line
source feed's far field radiation pattern while Figure 7 is the far field
power pattern of the lens. These patterns are sufficiently within our
specifications so that the actual model can be expected to have dcceptable
performance when manufacturing errors are included.

3
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Greenlawn, N.Y. 11740 (516) 261-7000

INVESTIGATION OF METAL-GRID
ANGULAR FILTERS

by
P. W. HANNAN

and
J. F. PEDERSEN

SUMMARY

An angular filter comprising several layers of crossed metal grids can
pro ,ide rejection of waves at oblique incidence in any polarization, while
passing waves at normal incidence. In practice, the amount of rejection
provided by the filter should be limited by the tolerances that can be held
during construction of the filter. Metal grids suitable for an angular filter
have been tested in a new simulator that provides a range of incidence angles
near grazing in the E plane.

Hazeltine and the Pursuit of Excellence
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SECTION I

INTRODUCTION

Angular filters comprising layers of dielectric have been synthesized

and analyzed by Mailloux (Ref 1). Raytheon, under contract to RADC, has
extended this synthesis and has tested an experimental model of a di-

electric filter (Ref 2, 3).

Angular filters utilizing layers of metal grids have been proposed
by Schell et al (Ref 4) and studied by Mailloux (Ref 5). Experiments

with some metal-grid filters have been performed by Rope et al (Refs 6,

7). Mailloux and Franchi have analyzed and tested experimental models

of metal-grid filters (Ref 8).

In comparison with dielectric filters, filters that use metal grids
offer reduced weight and fabrication cost. Also, pure metal grids do not

have the dielectric Brewster-angle effect that can cause a spurious pass-
band for E-plane incidence. However, metal grids are generally supported
by dielectric layers, so the question of spurious passbands still exists.
There is also an important question of sensitivity to tolerances with
either type of filter.

Under contract to RADC, Hazeltine is investigating the design of a
metal-grid angular filter, with particular emphasis on the questions of
spurious passbands and sensitivity to tolerances. Emphasis is also
placed on a type of metal-grid configuration that is practical to con-
struct in a large size filter, and is effective for any polarization.
An experimental 5x5 foot X-band angular filter is presently being
constructed.

In this paper, we report on some results of the first part of the
investigation.
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SECTION 2

THE METAL GRID ANGULAR FILTER

An angular filter is a device which passes or rejects an electro-
magnetic wave depending on the angle of incidence of this wave relative
to the filter surface. A representative angular filter is indicated in
Figure 1, in which waves incident at and near broadside (normal incidence)
are passed by the filter but waves incident at angles further from
broadside are rejected by the filter.

ANGULAR
FILTER IDEAL FILTER

TRANSMISSION
CHARACTERISTIC

ANGULAR

AGULAR

REJECT

BAND

Sc ANGULAR
'~, ~PASSEAND

ANGULAR

BAND

Figure 1. Angular Filter

Application of Angular Filter

If an angular filter is placed in front of a directive antenna, it
can reduce those sidelobes of the directive antenna that correspond to
waves that are incident in the angular reject band of the filter. The
main lobe of the antenna corresponds to a wave that is incident in the
angular passband of the antenna, and is not substantially affected by
the filter. This case is indicated in Figure 2.

The antenna may have either a fixed main beam or a main beam that is
scanning over a limited angular region. For a scanning beam antenna,
the angular passband of the filter can encompass the scan region so that
the main beam is always passed by potential grating lobes may be rejected.
This application was considered by Mailloux (Ref 1). For a fixed-beam
antenna such as the reflector antenna indicated in Figure 2, the filter
can reduce the sidelobes caused by feed spillover, feed-support scatter-
ing, and reflector contour errors while retaining a strong main beam.
The reflector antenna application is the one toward which this investiga-
tion is directed.
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REFLECTOR ANGULAR ANTENNA SIDELOBES
ANTENNA FILREJECTED BY FILTER

__ r P - -FILTER

MAIN BEAM

Figure 2. Application of Angular Filter to a Reflector Antenna

Approach for Angular Filter

There are various approaches that can achieve the angle-sensitive
behavior needed for an angular filter. The approach considered in this
investigation appears in Ref 4. This approach is reviewed here with the
aid of Figure 3.

As indicated in the figure, the angular filter comprises a series of
layers. Each layer acts essentially as a shunt susceptance to an
incident plane wave. Betwieen these susceptance layers are regions of
essentially free space in which the plane wave travels in almost the
same direction as its incidence direction.

In a transmission-line equivalent circuit of this angular filter the
equivalent wavelength or "guide" wavelength (X ) is equal to the free-
space wavelength divided by cos e where e is t9e angle of incidence.
The phase shift between layers is therefore proportional to cos e as
well as to frequency. The nominal values for the susceptance layers
and the phase shifts between layers can be specified so as to yield a
conventional frequency filter. However, because the phase shifts be-
tween layers are proportional to cos 6 as well as to frequency, the
structure will also act as an angle-sensitive filter in which the term
cos e is the variable of significance. The net result is that the
angular filter can be designed on the basis of a conventional frequency
filter.



FREE SPACE
BETWEEN LAYERS

S USCEPTANCE
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EQUIVALENT
TRANSMISSION
LINE:

EQUIVALENT WAVELENGTH X A =
gCosG

EQUIVALENT PHASE SHIFT 21L
BETWEEN LAYERS Ag

2wL cos 21L fCosa
A C

Figure 3. Approach for Angular Filter

A choice exists as to where to locate the frequency passband on the
curve of cos 6. The most generally useful choice is to center the fre-
quency passband on 6 = 0. This yields an angular filter with an angular
passband nominally at broadside, and gives the widest frequency band-
width of operation before a change in frequency causes the filter to
reject a wave incident at broadside.
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Frequency Bandwidth

The frequency bandwidth of operation of the type of angular filter
described above can be estimated by consideration of the relation between
cos 6 and frequency. The resulting approximate formula for bandwidth is:

Af "sin2OC = e2
f cose c

m c

- x passband solid angle
it

passband solid angle
2 x hemisphere solid angle

where Af is the full frequency band of operation, fm is the mid frequency
(geometric mean), and 6c is the cutoff angle (edge of angular passband)
of the angular filter at the mid frequency.

This simple formula gives the maximum possible bandwidth that could
be obtained if the layer susceptances of the filter vary ideally with
incidence angle and if the filter need only pass a wave at 6 = 0 (ie, the
filter is used for a very narrow beam antenna). A similar formula
appears in Ref 8. For a ec of 200 the bandwidth is about 12%, while for
a 8c of 100 the bandwidth is about 3%. It is evident that if the angular
filter is to have a reasonably wide frequency band of operation, the
filter should not be designed for a very narrow angular passband. It
should be noted that a very narrow angular passband implies that sub-
stantial excess aperture may be needed (Ref 8), and this is also
undesirable.

Figure 4 illustrates the relation between % frequency bandwidth and
the ratio of passband solid angle to hemisphere solid angle at midband.
With a 12% bandwidth the passband solid angle at midband is about 6% of
the hemisphere solid angle, giving a reject band at midband having 94%
of the hemisphere solid angle. If this filter provided adequate rejection
throughout the reject band, then 94% of the antenna sidelobes in the for-
ward hemisphere at midband would be filtered out. The sidelobes near
the main beam would remain; these sidelobes are controllable only by the
antenna itself. Of course, a practical angular filter does not have an
abrupt cutoff at 6c' nor does it necessarily have adequate rejection
throughout the rest of its reject band; this is the main subject under
investigation.

Choice of Basic Metal Grid

An inductive metal grid is preferred to a capacitive metal grid for
the angular filter, because large susceptances can be obtained without
difficult control of mechanical tolerances. Another choice is between a
simple parallel grid and a crossed grid (two parallel grids crossed to
each other). Although the crossed grid is more complex to construct,
it is effective for any polarization of the incident wave. The crossed
grid has been selected for this investigation.
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ANGULAR

REJECT
BAND

SOLID ANGLE
OF HEMISPHERE

SOLID ANGLES
OF TWO
PASSBANDS AT fm

Af
r = 12%
m

=0 200

AREA 6%

Af = 3%

a = i00

AREA - 1.5%

Figure 4. Examples of Relation Between Bandwidth and Passband Solid Angle

Susceptance of Crossed Metal Grids

The design and performance of a metal-grid angular filter is depend-
ent on the susceptance behavior of the metal grids. A crossed grid of
metal wires is shown in Figure 5. The angle of incidence 8 and the
orientation of the plane of incidence 0 relative to the wires are
indicated. The standard conventions for H-plane iacidence and E-plane
incidence are given. It is assumed that the grid is a square grid, that
the spacing s is small compared to a wavelength, and that the diameter d
of the wires is small compared to their spacing. It is also assumed
that there is electrical contact between the two crossed sets of wires.



* -8-

INCIDENT WAVE
DIRECTION

PLANE OF
INCIDENCE

WIRES

dd

5 S

a-PLANE INCIDENCE: E VECTOR PERPENDICULAR
TO PLANE OF INCIDENCE

E-PLANE INCIDENCE: E VECTOR PARALLEL TO
PLANE OF INCIDENCE

Figure 5. Geometry for Contacting Crossed Grid

At broadside incidence and for angles of incidence in the H-plane
this crossed grid behaves approximately the same as a parallel wire grid
in which all the wires are parallel to the incident electric field.
MacFarlane (Ref 9) derived the inductive susceptance of a parallel grid
of round wires for H-plane incidence. The approximate formula for
inductive susceptance of the grid of wires for H-plane incidence is:

BH
H s cos e ln(---)
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An interesting feature of this formula for BH is the exact 1/cos e
variation of susceptance. This results in an angular filter that for
H-plane incidence corresponds exactly to a frequency filter using shunt
inductances in a transmission line. The design formulas given in
Matthaei, Young, and Jones (Ref 10), for example, will yield a Chebyshev
response in which cos 6 replaces frequency as the variable of interest.
This is the basis for the angular filter designs described in this paper.

For the E-plane of incidence a formula for the reflection coefficient
of a contacting crossed grid of wires has been derived by Kontorovich et
al (Ref 11) and Astrakhan (Ref 12). This relation, when converted to
inductive susceptance, is:

B cos28BE = - X oe
s cos 6 ln(-.2) 1 - 1 sin2e

The first term is the same as the H-plane formula. The second term is
an angle-dependent term which has the effect of maintaining the suscep-
tance nearly constant from 0* to 450 (fourth-order variation with 8),
and then reducing the susceptance to zero at 900.

Figure 6 shows an example of the transmission through one crossed
metal grid vs. 8, for H-plane and E-plane incidence. The H-plane varia-
tion is desirable for an angular filter because it will provide greater
rejection at large angles of incidence. The E-plane variation is not
desirable because the filter rejection will become small near 900 where
substantial rejection may be desired. Furthermore, with a small BE near
900, the filter may be susceptable to spurious passbands caused by other
structures such as dielectric supporting materials.

The susceptance formulas given above are employed in the computations
of angular filter performance given in the following section. The
effects of practical modifications to the metal grids, such as non-
contacting junctions between the crossed grids and the effect of di-
electric supporting structure, are addressed in a later section.

SECTION 3

ANGULAR FILTER DESIGN ANALYSIS

It is the objective of this analysis to examine the basic tradeoffs
between the filter parameters of passband width, passband ripple, number
of poles, and the related qualities such as rejection capability and
sensitivity to tolerances. For this purpose, only the essential elements
of the filter (the susceptances and the lengths) are considered, without
the perturbing effect of the dielectric materials that would be needed
in a self-supporting construction. A basic factor that limits the per-
formance available from the angular filter is the sensitivity to tol-
erances, as will be discussed.
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Figure 6. Transmission of One Metal Grid

Basic Filter Design

The design of the angular filter follows conventional frequency
filter methods, which are well-documented in the literature (Ref 10).
The narrowband design technique of Ref 10 is used since it is straight-
forward and is adequate for the major purposes of this study. A
Chebyshev equal-ripple type has been selected by reason of its character-
istic sharp cutoff beyond the passband. For any desired combination
of passband width, number of poles, and passband ripple, the filter
element values can be determined. For speed and accuracy, d computer



provides the nominal filter element values, ie, the various lengths and
susceptances in each filter. Figure 7 shows the three types of filters
that have been analyzed.

Nominal element values have been obtained for a number of 2-, 3-,
and 5-pole filters of various passband widths and ripple values. The
passband widths are grouped in three representative values within a
±100 to t200 range, and passband ripple values range upward and downward
from a typical value of .01 dB transmission loss. Table 1 lists the

L1  L1

B1  2  B 1

(a) Two-pole filter

L L2  L

B1  32 B2  B1

(b) Three-pole filter

L B L2  L3  L2  LB

1 2  B3  3 2

(c) Five-pole filter

Figure 7. Filter Elements for 2-, 3-, and 5-Pole Filters
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various designs, and identifies each with a code indicating the design
values. The letters A, B, and C denote passband widths of ±11.5, ±14
or ±18 degrees; the first number indicates the number of poles and the
second number counts the number of zeros in the ripple dB value.

TABLE 1

FILTER IDENTIFICATION CODE

Filter Passband Quantity Ripple

Code Width (deg) of Poles (db)

A20 ±11.5 2 .1
A21 ±11.5 2 .01
A22 ±11.5 2 .001
B20 ±14.0 2 .1

B21 ±14.0 2 .01
B22 ±14.0 2 .001
C20 ±18.0 2 .1
C21 ±i8.0 2 .01
C22 ±18.0 2 .001

I

A31 ±11.5 3 .01
A32 ±11.5 3 .001
B31 ±14.0 3 .01
B32 ±14.0 3 .001
C31 ±18.0 3 .01
C32 ±18.0 3 .001

A51 ±11.5 5 .01
A52 ±11.5 5 .001
A54 ±11.5 5 .00001
A56 ±11.5 5 .0000001
B51 ±14.0 5 .01
B52 ±14-0 5 .001
B54 ±14.0 5 .00001
B56 ±14.0 5 .0000001
C31 ±18.0 5 .01
C52 ±18.0 5 .001
C54 ±18.0 5 .00001
C56 ±18.0 5 .0000001

umminal Filter Performance

For each of the selected filter designs, performance with nominal

element values has been computed and plotted. The plots include trans-

mission loss, reflection coefficient, and insertion phase as a function
of incidence angle in both the H-plane and E-plane. An example of the
plots of transmission loss is shown in Figure 8. This particular filter
has a nominal passband ripple of 0.001 dB -nd a nominal passband width
(at the 0.001 dB point) of 6c = ±140. Actually, because the fil~er
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cutoff characteristic is gradual, a substantial value of rejection is
obtained only beyond about 250. As expected, the rejection is greater
in the H-plane than in the E-plane, particularly near 8 = 901.

In order to compare the various filters in Table 1, a single evalua-
tion quantity is desirable. In this study we have arbitrarily selected
the dB rejection at 8 = 450 in the H-plane as the standard of comparison.
This quantity can perhaps be regarded as the "strength" of the angular
filter.

Figure 9 shows the rejection at 8 = 450H for the various filters.
Several basic relationships are apparent ir this plot. Rejection de-
creases with increased passband width for any given number of poles
and ripple level. Rejection increases with an increase in ripple value,
for any given number of poles and passband width. Rejection also
increases with an increase in the number of poles for any given pass-
band width and ripple level. In general, there are many combinations
of passband width, number of poles and ripple level that can give a
particular nominal value of rejection.

An interesting correlation is shown in Figure 10, relating the sum
of all the susceptive (B) elements of a filter to its rejection at 450H.
For a given quantity of poles, a single curve relates the rejection to
the total B, regardless of passband width or ripple level. More poles
tend to give greater rejection for a given total B, particularly for
filters with large rejection.

Filter Tolerances

In theory, it is possible to obtain very large values of rejection
outside of the passband while retaining a negligible loss within the
passband. Since the inductive susceptance of metal grids can be made
very large simply by using small values of s/X, a large value of rejec-
tion outside the passband would seem to be feasible. However, the effect
of filter tolerances must be considered before any conclusion is reached.

When an angular filter is placed on the aperture of an antenna, it
is intended to pass the main-beam energy without any distortion. However
if the filter introduces a substantial variation of either transmission
amplitude or transmission phase across the aperture, then it can create
sidelobes. Also, if the filter reflects substantial main-beam energy,
there may be interaction between the filter and the antenna that creates
sidelobes. These sidelobes may be particularly harmful if they occur
within the filter passband.

The angular filters shown in Figures 3 and 7 comprise a series of
resonators. The resonant frequency of each resonator is determined
primarily by the length L between adjacent metal-grid layers. If any L
deviates from its nominal value, then there will be a deviation of
transmission phase through the filter at broadside incidence. There
will also be some reflection of a wave at broadside incidence.
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The magnitudes of these performance errors depend not only on the
amounts of the errors in L, but also on the Q of each resonator. With
high Q, a small error in L can cause large performance errors. High-Q
resonators correspond to large susceptance values, which correspond to
large values of filter rejection in its reject band. Thus, a filter
that gives a larger rejection should be more sensitive to tolerance
errors.

The sensitivity to various tolerance errors has been computed for
various filters. An example is given in Figure 11. The vertical coordin-
ate in this figure is the % tolerance on the central L of a filter that
will cause an insertion phase error (A~i) of 50, which is arbitrarily
assumed to be just tolerable. The horizontal coordinate is the filter
rejection at 450 in the H-plane. As expected, there is a clear trend
of tighter tolerances required for greater filter rejection. It is also
seen that more poles can permit a looser tolerance, but more poles require
a more complex filter construction with more tolerances that must be
controlled.

The tolerances considered in Figure 11 are given on a percentage
basis. However, the actual construction of an angular filter would be
likely to employ core material such as honeycomb as the principal means
for controlling the length dimensions, and these materials typically can
be made with length tolerances that are specified directly rather than
as a percent of their length. For example, assume that a 0.010 inch
tolerance on L is available, independent of the actual length. For an
L of about X/2, this corresponds to about 1.8% at 10 GHz and to about
0.6% at 3 GHz. As a result, a filter that gives no more than the assumed
allowable 50 insertion phase error can be designed to provide considerably
greater rejection at 3 GHz than at 10 GHz.

Figure 12 shows curves of the rejection at 450H that is allowable
vs. the frequency of cperation of a 3-pole angular filter, assuming
particular values for the center-length tolerance in inches, and using
certain values of allowable insertion phase error (A i ) as the basis.
For a 0.010 inch tolerance on the center length and a 50 allowable Ai,
the allowable rejection at 450 is about 31 dB at 10 GHz and about 57 dB
at 3 GHz.

The curves of Figure 12 are for a 3-pole filter. For a greater
number of poles, the effect of frequency of operation is still greater.
It is interesting to note that over the range of values plotted in
Figure 12, the curves of dB rejection vs. log frequency are substantially
linear and parallel. Over this range a 3-pole angular filter at 45*H
yields about 15 dB less allowable rejection per octave of frequency.
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SECTION 4

TESTS OF A PRACTICAL METAL GRID
SUPPORTED BY DIELECTRIC

In a practical angular filter the metal grid would need to be
supported by dielectric. Figure 13 shows a dielectric support structure
in which the metal grids are supported by thin dielectric skins, and the
separation between metal-grid layers is obtained by a low-k dielectric
core material such as dielectric honeycomb or foam. If one assumes that
the inductive susceptance of the metal grid vs. incidence angle is un-
affected by the dielectric, then it is a straightforward matter to
include the dielectric structure in the computation of angular filter
performance. However, this assumption is not a safe one to make for the
metal grids with dielectric skins in the E-plane of incidence.

METAL GRID

ATTACHED TOI DIELECTRIC
SKIN

THIN SKIN OF
DIELECTRIC

SLCW-K CORE

OF DIELECTRIC

Figure 13. Dielectric Support Structure for Metal Grids
in an Angular Filter
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The crossed metal grid of wires that was shown in Figure 5 has
electrical contact at all the intersections. However, this is expensive
to construct. Alternate forms of contacting crossed metal grids, such
as printed strips or holes in metal sheets, have practical size limita-
tions if contact is to be reliably and economically obtained throughout
the structure. A crossed grid configuration that is economical and that
has no clear size limitation is the non-contacting or insulated grid of
wires shown in Figure 14. This grid is embedded in a dielectric skin
for support and also to insure that accidental contact does not occur.

Round Metal Wires

Dielectric
Sheet

d

Figure 14. Insulated Crossed Grid of Metal Wires

The insulated crossed grid of metal wires has a less simple depend-
ence of susceptance on incidence angle in the E-plane than does the
contacting.crossed grid (Ref 11, 12). The presence of the dielectric
skin adds a further uncertainity, and introduces the possibility that
the metal-grid susceptance may be considerably less than hoped for at
large angles of incidence in the E-plane. Conceivably, the susceptance
might approach zero at some angle, yielding a spurious passband.

A test was desired that would accurately measure the transmission
through a metal grid over a range of incidence angles near grazing
incidence in the E-plane. Since several grid and dielectric configura-
tions were to be measured, a test that required only a small sample of
the grid was needed. An infinite-array simulator (Ref 13, 14, 15) using
waveguide operating near cutoff was developed for this purpose.
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The Near-Grazing Simulator

For E-plane incidence, the simulator uses the TM-11 mode in square
waveguide. Tne size of the waveguide in which the grid sample is mounted
is only 1.005 times the cutoff dimension at the lowest frequency of
operation, giving an angle of incidence only 60 from grazing incidence.
Operating at higher frequencies permits a range of incidence angles
further from grazing to be covered.

Figure 15 shows a diagram of this near-grazing-incidence simulator.
On each side of the grid sample is a long taper (five feet at 5 GHz) to
match the almost cutoff sample waveguide into the other components. A
pair of tuners minimizes the residual mismatch in the system. Figure 16
is a photograph of the near-grazing simulator.-

Tests of Metal-Grid Samples

A number of metal-grid samples were measured in the simulator.
Figure 17 shows one such sample comprising a crossed grid of wires having
an air gap between the two crossed sets. Figure 18 shows data points for
the measured transmission through this grid from 600 to 840 incidence in
the E-plane. Also shown is a curve calculated from the simple susceptance
formula given earlier for a contacting crossed grid. It is seen that
similar trends exist for the measured data and the calculated cu-.e, but
somewhat less rejection is obtained from the measurement.

To simuxlate the dielectric skin in which the wires of an actual
angular filter might be embedded, a casting resin with a k of about 3.5
was poured into the crossed wire grid sample where it solidified and
formed a sheet about 1/10 inch thick. The measured data points are
shown in Figure 19 for this case. Also shown is a calculated curve that
is based on the assumption that the wire grid susceptance is not affected
by the dielectric. The clear displacement between the data and the
curve indicates that the assumption of no interaction is not an accurate
one in the E-plane of incidence.

Figure 20 shows a -omparison of the measured data points for the
crossed wire grid sample with and without the dielectric. At angles of
incidence very close to grazing, the effect of the dielectric is to
increase the rejection provided by the wire grid. This is a result of
the large reflection that occurs with any dielectric sheet at angles
very close to grazing. At lesser angles the dielectric causes a major
decrease of the rejection. This decrease can significantly reduce the
effectiveness of a metal-grid angular filter in the E-plane of incidence,
where the rejection is already weaker than in the H-plane.

Although addition of dielectric skins to the crossed metal grid re-
duces its rejection in the E-plane of incidence, there was no evidence of
a reduction to zero. It is therefore expected that an angular filter
constructed of crossed wire metal grids supported by a small amount of
dielectric will not have spurious passbands.
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SECTION 5

CONCLUSIONS

An angular filter comprising several layers of crossed metal grids
can provide rejection of waves at oblique incidence in any polarization,
while passing waves at normal incidence. The frequency bandwidth of
operation is related to the passband size. In practice, the amount of
rejection provided by the filter should be limited by the tolerances that
can be held during construction of the filter. This limitation is
typically less stringent at lower frequencies.

A simulator comprising a waveguide operating near cutoff in the
TM-11 mode provides a useful tool for measuring the behavior of metal
grids and their dielectric supports near grazing incidence in the E-plane.
Measurements in such a simulator showed the reduced rejection of a crossed
metal grid at large angles of incidence in the E-plane, and a further
reduction caused by addition of dielectric supporting material. No evi-
dence of a spurious passband was found.

A metal grid comprising crossed sets of wires insulated from each
other avoids the problems of electrical contact while allowing the con-
struction of a large size angular filter that is effective for any
polarization.



* -28-

SECTION 6

ACKNOWLEDGEMENT

This work has been supported by Rome Air Development Center under
Contract F19628-78-C-0152, and is described in more detail in Ref 16.
Appreciation is expressed to the project monitor, Dr. Peter R. Franchi.

SECTION 7

REFERENCES

(1) R. J. Mailloux, "Synthesis of Spatial Filters with Chebyshev Charac-
teristics", TFEE Trans. Antennas and Propagation, pp. 174-181;
March, 1976.

(2) J. H. Pozgay, S. Zamoscianyk, L. R. Lewis, "Synthesis of Plane

Stratified Dielectric Slab Spatial Filters Using Numerical Optimiza-
tion Techniques", Final Technical Report RADC-TR-76-408 by Raytheon

Co., December, 1976.

(3) J. H. Pozgay, "Dielectric Spatial Filter Experimental Study",
Final Technical Report RADC-TR-78-248 by Raytheon Co.,
November, 1978.

(4) A. C. Schell et al, "Metallic Grating Spatial Filter for Directional
Beamforming Antenna" AD-D002-623; April, 1976.

(5) R. J. Mailloux, "Studies of Metallic Grid Spatial Filters", IEEE
AP-S Int. Symp. Digest, p. 551; 1977.

(6) E. L. Rope, G. Tricoles, O-C. Yue, "Metallic Angular Filters for
Array Economy", IEEE AP-S Int. Symp. Digest, pp. 155-157; 1976.

(7) E. L. Rope, G. Tricoles, "An Angle Filter Containing Three Period-
ically Perforated Metallic Layers", IEEE AP-S Int. Symp. Digest,
pp. 818-820; 1979.

(8) R. J. Mailloux and P. R. Franchi, "Metal Grid Angular Filters for
Sidelobe Suppression", RADC-TR-79-10; January 1979.

(9) G. G. MacFarlane, "Surface Impedance of an Infinite Parallel-Wire
Grid at Oblique Angles of Incidence", JIEE, Vol. 93, Pt. 3A, pp.
1523-1527; 1946.

(10) G. L. Matthaei, L. Young, E. M. T. Jones, "Microwave Filters",
Impedance-Matching Networks, and Coupling Structures", McGraw-Hill,
pp. 85-101, 450-452; 1964.

(11) 1. 1., Frntorovich, V. Yu. Pretun'kin, N. A. Yesepkina, M. I.
Astrakhan, "The Coefficient of Reflection of a Plane Electromagnetic
Wave from a Plane Wire Mesh", Radio gineering and Electronic
Physics (USSR), Vol. 7, No. 2, pp. 222-231; February, 1962.



-29 -

(12) M. I. Astrakhan, "Reflecting and Screening Properties of Plane Wire
Grids", Radio Engineering (USSR), Vol. 23, No. 1, pp. 76-83; 1968.

(13) P. W. Hannan and M. A. Balfour, "Simulation of a Phased Array in
Waveguide", IEEE Trans. AP, pp. 342-353; May, 1965.

(14) P. W. Hannan, "Discovery of an Array Surface Wave in a Simulator",
IEEE Trans., AP, pp. 574-576; July, 1967.

(15) H. A. Wheeler, "Survey of the Simulator Technique for Designing
a Radiating Element in a Phased Array", Phased Array Antenna
Symposium, Artech House, pp. 132-148; 1970.

(16) P. W. Hannan and P. L. Burgmyer, "Metal-Grid Spatial Filter
Studies", Interim Technical Report RADC-TR- by
Hazeltine Corp.; August 1979.



LENS EFFECT IN DIELECTRIC RADOMES*

M. S. Sheshadri, S. W. Lee and R. Mittra

University of Illinois

1. INTRODUCTION

Presently available techniques ([], [2]) for the design of dielectric

radomes are based on a variety of approximate analyses, all of which ignore

the fact that the radome is curved - the radome being treated as though it

is locally a slab. This approximation, though useful in many cases, fails

when the electromagnetic transmission is through the tip region of a

radome, where the curvature is usually large.

In this paper we present an analysis based on geometrical optics

in which the rays are traced through the radome, taking into account the

surface curvature of the radome. Patterns calculated for paraboloidal

radomes of different types show some interesting phenomena. The field

which is transmitted through the tip region is highly sensitive to the

curvatures of the inner and outer surfaces. For a given curvature of the

inner surface, the curvature of the outer surface can be varied to obtain

either a dip or a peak, in the axial direction of the far field zone. Such

a lens effect predicted by the ray technique is also confirmed by using

the conventional aperture integration method.

*1hii work was supported by Grant No. N00019-79-0281 of Naval Air Systems

Command, Dept. of the Navy, Washington, D.C. 20361.
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2. DESCRIPTION OF PROBLEM

The geometry of the radome problem under consideration is sketched

in Figure 1. A point source at P0 produces a spherical wave which goes

through a curved dielectric shell with nonuniform thickness. Ray

techniques are used to determine the field at point P3 on a given surface

outside the shell. First, let us describe the various elements involved

in the problem.

Coordinate Systems and Time Convention. The main coordinate system

is the rectangular system (x,y,z), whose origin is chosen at the source

point P0 and the z-coordinate is in the direction of the beam maximum

of the antenna. Other coordinate systems at points P1' P2 and P3 along

the ray are defined later. The field is time-harmonic with the time

factor exp(+jwt) which is suppressed throughout.

Source. We assume that the source has a well-defined "phase center"

at point P0, the origin of the coordinate system (x,y,z), and radiates

a spherical wave denoted by (E,H ). If the antenna is an array of point

sources, it is necessary to consider each element in the array separately

and superimpose their final fields at the observation points.

Dielectric radome. The radome is a dielectric shell with nonuniform

thickness of relative dielectric constant =r = or refraction index

n = vr, and is bounded by the inner and outer surfaces Z and Z
r 1 2'

respectively. The inner surface E1 (near the source) is described by

the equation:

z = fl(x,y) , for a < x < b1 and c1 < y < d (2.1)

The outer surface E2 is given by the equation:
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DIRECTION

Figure 1. Transmission through a dielectric shell due to incidence
from a point source at P0
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z = f2(xy) , for a2 < x < b2 and c2 < y < d2  (2.2)

Observation points. Observation point P3 is located on a prespecified

surface E3, which can be either one of the following two types:

(i) Spherical E3 with center at P0 and an infinitely large radius.

In this case, P3 is in the far field, and the field at P3

calculated by the ray technique is the final result.

(ii) Planar E3 which is just outside the radome and normal to the

z-axis. In this case, we have to integrate the field on E3 to

obtain the far field.

In later calculations, we use mostly the spherical Z3 in (i).

3. GEOMETRICAL OPTICS FIELD
*i -i.

For a given incident field (E ,H ) generated by the source at point

P0 (Fig. 1), the asymptotic solution of the field at point P3 is deter-

mined using geometrical optics [3], [4]. The method of solution is

described below.

Consider a ray in direction (e,o) extending from the source point P0

to the point P1 on . The source region (Region I) is homogeneous andP^

isotropic; hence, the ray is a straight line along the unit vector r0 1.

First, the distance r is found and the coordinates of point P1 are

determined. Then the unit vector N1 normal to the surface E1 at point P1

is found (Figure 2). The plane of vectors r0 1 and N1 establishes the

incident plane. The angle between these two vectors is the incident

i tangle ai" Using Snell's law, the refraction angle a1 is obtained, which

establishes the direction of the transmitted wave, r12, in Region II

(dielectric). The ray in Region II is a straight line along the unit
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vector r 2. Three coordinate systems (x1 ,yl,r0 1), (ulv 1,N1 ), and

At ^t ,
(xl ,Yr12), with common origin at point Pig are then established.

They belong to the incident ray, the surface El, and the transmitted

ray, respectively.

The incident field (E1,H) is split into a normally polarized field

-3n +ip
CE1 ,H1 ), (E-vector normal to the incident plane at PI) and a parallel

_ ip -in1

polarized field (E1 ,H ) The transmitted field at point P1 is obtained

as follows:

itn = tin y x jn

1 1 1 1 r12 1

_tn p -in E P tn
HI  H1 1 H1  r 2  (3.1)

in which tn and tp are transmission coefficients for the normal and
1 1

parallel polarized fields, respectively,

t t

Y cos a1  cos aL
I~ V 1 = .=nl Y cos l cos a

0 1
t t

2 cos a cos a
tp = 2 i__ 1 1 1 (3.2)

p pl Z cos a1  cos a1

= _ = 120L. Y =0  , n =
0 O 207T z U 0  f

Note that the subscript i, in H for example, signifies the field

evaluated at point 1.

The transmitted field at PI is incident on E2 at point P 2* Coordi-

nates of this point can be found from the knowledge of the coordinates of

point P and the transmitted ray direction r... The field values, in
1 1
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going from P1 to P2' undergo some change which is dependent on the diver-

gence of the ray. Thus, we have

-).i -jkr1 2 -t
E2 = (DF12) e E 1  (3.3)

in which k = nk0 is the wave number in the dielectric and DFI2 is the

divergence factor for the pencil of rays travelling from P1 to P2 in the

dielectric. It is given by

II r -1/2 II r -1/2
DF1 2 = (1 + ql r1 2) (1 + q2 r1 2) (3.4)

II II

in which q and q are the principal curvatures (inverse of the radii

of curvature) for the ray pencil in Region II. They are found from the

curvature matrix of the transmitted ray at point P The matrix itself

is found from a formula involving the curvature matrix of the incident

ray and that of the surface E1 at point P The curvature matrix of

the transmitted ray ?encil at point PI is also used to find the curvature

matrix of the ray at point P2 incident upon the surface 2"
2^

Having the field incident upon E2 at point P2 1 the ray direction r12'

and its curvature matrix, we can proceed, in a manner similar to the

transmission through Zi' to find the field transmitted through El at P2

(Figure 3). Thus, a unit vector N2, normal to E2 is obtained, and

together with r1 2 defines the incidence plane at point P2. The incidence

angle 2 (cos a2 N2  r 1 2 ) is then calculated. Again, Snell's law is

invoked to find the refraction angle a at P2. This angle specifies the

ray direction r23 in Region III (outside the radome). Three coordinate

^i ^i .. .. t ^t
systems (x2,Y2 ,r12 ), (u2,v2 ,N2 ) and (x2,Y2,r2 3 ) with common origin at

point P1 are then introduced.
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The field (E2,H2) incident upon Z2 at P2 is resolved into parallel

and normally polarized fields, from which the transmitted fields are found

as follows:

ttn = n -in -t ttn
2 2 E2  H 2 Y0r23 x 2

2 t 2 2 ' 2 0H2 r 23 (3.5)

in which

t
2 1 cos a 2

2 1 vn n2 n cos ai
n2 2

t

_ 2 V n cos C2  (3.6)
2 1 + v p2 i

p2 cos a 2

The field at observation point P3 is then found from the transmitted field

at P2 such that,

-jk 0r 2 3 -t

-D 3 )2e E2 (3.7a)

in which

III 23)-1/2 III /2

DF2 3 = (i + q 2(1 + q2  r23) (3.7b)

III III

and qI and q are the principal curvatures of the ray pencil in

Region III. They are obtained from the curvature matrix of the

transmitted ray at p int P2. This matrix is obtained from a formula

already mentioned in connection with transmission through Z1. For

a typical factor in Eqs. (3.4) and (3.7b), the following square root

convention is used:
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+Ifl, if f is real

f l//i + qr = (3.8)

1+j lf , if f is imaginary

It should be mentioned here that we have ignored multiple reflections

in the dielectric radome throughout our analysis.

Details of Analysis.

Coordinates of the first refraction point, P l* For a given ray fiom

the source P0 the coordinates of Pl. the intersection of the rectilinear

ray with the interface El. are given by

x, = r0 1 sin 6 cos

Y, = r sin e sin ; r0 1 = (xI  2 + Z) 1 /2  (3.9)

z, = r01 cos 6

in which 0 and 0 specify the ray direction in the spherical coordinate

system with origin at P0. Since point P is on the surface

S1(Z = f1 (x,y)), we can write

r01 cos 8 = f1 (r0 1 sin 6 cos , r0 1 sin 0 sin 0) (3.10)

For given e and , this nonlinear equation must be solved for r 0 1 . Once

r01 is known, (xlyl,Z 1 ) are found from (3.9) and the unit vector r0 1 is

Xlx + Yly + ZlZ

r 01 r 01 (3.11)

Coordinate systems at point P1. The unit vector Ni, normal to the

surface E1 at point P1, is
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Vg1 (x,y,z) L
N1 =vgl(x,y,z) , g(x,y,z) = z - f 1 (x,y) , V = x+ yy +z

P
1

or N1 ( fxx (3.12)

1 l

in which

fl f I2 2 1/2=f = AI = (i + fi+ fl) (3.13)

1 - x fly 3Y Y

(Notice that the direction of N is chosen pointing away from the source.)^1

Vectors r0 1 and N1 specify the incident plane at point P1 " The coordinate

systems (xl,Yl,r0 1 ), (xI,Yl,r1 2) and (ul,V1 ,NI) at point P1 for the

incident ray, the transmitted ray and the surface El, respectively, are

chosen such that all three have one common coordinate perpendicular to the

- ^i ^t
incident plane, that is, v1  y = Yl (Figure 2). Notice that, in general,

the coordinate systems could be chosen arbitrarily. However, the choice

made here offers some simplification in the calculation of curvature

matrices, as is shown later. Thus,
N ^r

1 i 1t N 1 r01 1 1 l
Vl = Yl =Y 1 = - - [-(Y l + )x + + (3.14)

IN1 x r 01 1 Lf (x Zlfx)Y

+ (Xlfly - Ylflx)Z]

in which xl, y1 , and zI are given in (3.9) and

22 2 1/2

L 1 = [(Y + Z1 fly) + (x1 + z 1flx
) 2 + (x1fly - Y flx (3.15)

Then u and x are specified as
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uI=v xNJ TI-----+{[(l + fl ) +  y(Zl )]x + [yl(l + f2 )
1

2 2+f (z I + + + + f )z} (3.16)

and

i i 1 1  1 .J y2  2~I Y1 1  1lxIW ylx rl l {[X(Z 1 _ Ylfly ) + f lx(Y I  z 1 1 + +l)] - Xlflx)

2 2 ^2 2

fly(x1 + zly - zl(Yl fly + x1flx) + (x1 + y1 )lz} (3.17)

in which A1 and L1 are given in (3.13) and (3.15), respectively.

Notice that both u1 and x' are in the plane of incidence.

In order to specify the coordinate system for the transmitted ray at

point P1 . the transmission direction r1 2 is first obtained. To this end,

the incidence and refraction angles need be found. Incidence angle

i
a I is such that

i A~ z 1 f1 f -xy1fl
Cos a 1 = N *r - ar . (3.18)1o = I"r0 l01

Snell's law is then applied, to find the refraction or transmission angle

t such that

t i - 2 ii/2sin a1 = n sin a1 
= n (1 - cos a1 ) (3.19)

Now r1 2, like r0 1 , is in the plane of incidence and can be written as

r12 = (r12 * u1)u1 + (r12 * N1)N sin 1 u + cos a N 1 (3.20)

Notice that due to the particular choice of v1 and ul, as given in

(3.14) and (3.16), a and a are always less than 7/2; hence, their sines

and cosines are always positive real numbers (for lossless dielectric) and
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no sign ambiguity exists. Once r12 and Y1 are properly defined (in (3.14)

and (3.20)), the third coordinate direction for the transmitted ray xI is

found from

t y1 = rY = v1 x (sin a1 u1 + cosa 1 NI)- cos a 1 i 1 - sin a1 N1 .(3.21)

Curvature matrix of the incident field at P1 " Since the source

produces a spherical field, its curvature matrix in any orthonormal

coordinate system at point P1 (here X 1 and yl ) perpendicular to the ray

propagation direction r01 is given by [3], [4],

=ih 0  = 1 (3 .2 2 )
I -Ur0

S1/r1 /r01  1

in which r0 1 is the radius of the spherical wavefront at point PI, and U

denotes a unit matrix.

Curvature matrix of the surface EI. It can be easily shown that the

derivatives of vector r01 - r1 (starting at the origin P0 and ending at

a point such as P1 on Z 1
) with respect to two independent parameters x

and yl on the surface El, as given below,

4.

3r 1.a 1~ ay, aZ I

rly ay x + ----- y +- z = y + z (3.23)

1 f x 1
with z- x f+Yl )  f = ' -1 f(3 .23

f1(~, ilx ax1  ly ay1

lie in the tangent plane to the surface at point P It can also be
v

easily shown that the derivatives of the unit vector N I normal to El at
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Pi. with respect to x1 and y1 , also lie in the same tangent plane and are

given by

AAM 1 1 ^ -xlxx lylyx
N ly m -- (- flxy x - f lyy) + 2 1

lx 1 A1  lxf lyx f A1 fl f

N 1 1 -E ( - fxxy - f lyY N .(3.24)

in which N1 is given in (3.12) as 1I  fi

The latter two vectors can be written in terms of the previous two

vectors defined in (3.23) as,

Nl E 1  ril[Nl = rl r ly
The matrix Q- is the curvature matrix of the surface in coordinates

ix r ly

rlx and r l y and can be shown [3], [4] to be

E1  N ix rlx Nix rly lx x rlx r ly

QA A 4.
r l N l y x Nl r* y y r lx*y r jy.

i elG -f lF fiEf- eF l 1
1 I (3.25)

-1 f 1 G1  1 gF 1  g1 E1 - flF 1

in which

E I + f2  f f f G 1 + f2
1 ix 1 lx ly 1 ly

f lxx f  iVV
I - A1 f 1 g =

1 A
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The curvature matrix of the surface Z1 at point Pl. defined in the

coordinate system (ulV 1), is obtained from the one given in (3.25) as

follows:

1-) 1 A1  (3.26)

ulv 1  ix ly

in which matrix A1 is given by

rix Ul r x i
A 1  -- = _) . -

A rly U1 rly V1
Curvature matrix of the transmitted field at P Now with the incident

ray curvature matrix and the surface curvature matrix known, we proceed to
t

find the transmitted ray curvature matrix QI" It is obtained from the

following equation [4]

tTttITii 1 tl

k(e I )TQIeI = k 0 (0i) Qi 1o + hlQ , h I = k cos a1 - k0 cos a1  (3.27)

E i t ^i ^i ^t ^t
Here Q , Q1, and Q are defined in the (ulV 1 ), (xly I ) and (xl,y I ) coordi-

i t
nate systems, respectively. G1 and 0 are matrices which relate the inci-

dent and transmitted ray coordinates to the coordinates of the surface E1,

and for these coordinate systems, as defined in Figures 2 and 3, they are

given by

i =i
Yl U Yl V1 J

0_I W =(3.28)
^ i A [

LY Ul u Yl.v
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Notice that due to the particular choice of coordinate systems the trans-

pose, 9T , and the inverse, 0-1, of these matrices are easily found. Then,

from (3.27)

1 -I -i ii i (c _ -i i 1l ti 3.9

QI = (e1) En 1IQI I + (Cos QI  n cos al) Q (0)-I
1 1 1) 1)(.9

t ^t ^t

Again, it should be noted that this Q is valid in the (xl,yl,r1 2) coor-

dinate system.

Divergence factor in the dielectric. At this point we can find DFI2'

the divergence factor for the ray pencil in going from point P1 to point

P2' as given in (3.4) and repeated here for convenience (see also, (3.8)):

DF12 = (1 + q1r12)1/
2 (1 + Q2r12) 1/2

in which q, and q2 are the principal curvatures (inverse of the radii of

curvature) for the ray pencil in the dielectric (Region II) and are found

from the following equation

q + trace (Q )q + et (Q ) = 0 Qt = 1

or

q 2 (q11 + q22 )q + (q11q22 - q12q21) 0 (3.30)

1 2 4ql /
2= {(qll + q22) + [(QII + q22) - 4(qllq2 2 - q12q21)]

1 /2}

The divergence factor DF23 is found in a similar manner.

We now summarize the results obtained so far. The point source at P0

(Figure 1) radiates a spherical wave described by



16

-0r
ti~r,8,¢ ) = e (F(6,0)$ + Q0 ,

(r/X0 )

-jk re^

(nA0 ) [(P cosocose-Q sinO)x+(P sinocose+Q coso)y-P sinezi

(3.31a)

H =Y 0r x E (3.31b)

where (r,6,O) are spherical coordinates with origin at P The pattern

functions P(O,O) and Q(e,o) in (3.31) are given. At point P1 (Figure 2),

we decompose the field into two components in the directions of (xlYl),

i.e.,

+i"-i. i.i + -i ^i i , 1 =iE

E 1 . E (rl,, 1)  (Ex1 )x1 + (El.Yl)yI  H, = Y0r0 1 x E1.

(3.32)

At the observation point P3, we express the field as follows

^t( t t .t ̂ t. ^ t Yr X (3
E3 '3(E3"x2 + ( 3-2Y2 H 3 = 0r23 3 (3.33)

The two components of E3 in (3.33) are found from the matrix equation

.t -P P(x2"2 ntlt 2(x 2 Y. ^i
3* x 2 (DFI 2)(DF 2 3)e 0 1 2 2 3  p 1) nn t E-

n t1t- Y2 Y t1 2 y2 .y , L

or more compactly, (3.34a)

-jk0 (nr12 + r23) (.4
E3 = (DF) e T E1  (3.34b)

In (3.34), n is the refraction index of the dielectric, k0 is the free-

space wave number and t, tp' , t are the normal and parallel

1' 1 2' 2

transmission coefficients at points P1 and P2' respectively, as given

in (3.2) and (3.6). The two divergence factors are given in (3.4) and
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(3.7b). Their calculations constitute the major effort of the present

solution.

4. THE LENS EFFECT

As given in (3.31), the incident field E from the point source is

characterized by two pattern functions P and Q. For the present computa-

tions, we assume that the point source is y-polarized. Then it follows

that

P(8,O) = VE(0) sin * (4.1a)

Q(e,o) = VH(8) cos 0 (4.1b)

where VE () and V H(8) are, respectively, the E and H plane patterns, and

they assume the form

V E(8) - (cos e)m , VH(6) = (cos 6)n  (4.2)

In particular, for m = 1 and n = 0, the incident field is identical to

the far field of a y-directed electric dipole. In the E-plane ( 90),

the incident field in (3.31) becomes

-jk0r

i(r,6, = 900) WA 0 ) [e cos e] (4.3)

The total transmitted field through the radome in the E-plane is

given by

-jk0r
(r.9.0 = 900) ~ e [8 P(8)] r (4.4)

(orl0) r vi .(4.4)

In the following, we present results of P(0) for various radomes.
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We have studied a total of 8 radomes. Detailed results are presented

in a technical report [5]. Among them, two types of paraboloidal radomes

are of special interest presently. In both types, the inner surface is

described by

50 - 12 (x2 + y2) .(4.5)

The outer surface for the first type is

I 0 = 50.5 -- (x2 + Y2) (4.6)

so that the thickness of the radome increases toward its base (Figure 4).

The outer surface for the second type is

( ] 50.5 - 1 2  (x2 + y 2 ) , (4.7)
1 Z7 0 -.08 .3 2 1 X

so that the radome thickness is nearly uniform (Figure 5). For the

incident field in (4.3), the E-plane pattern IP(e)I for radomes E and F

is presented in Figures 6 and 7.

It is particularly interesting to note that, for the field on the

z-axi;, there is a striking difference between radome E and radome F,

namely, there is a dip in Figure 6 for radome E, whereas there is a peak

in Figure 7 for radome F. This is so, despite the fact that, near the

tip, radomes E and F are quite similar as may be seen from the expanded

graph in Figure 8. The reason for such an anomalous behavior is explained

below.

Let us consider the special case of transmission in the tip region

of the symmetrical radomes under discussion.
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Figure 4. Paraboloidal radomes E and H described by
Eqs. 4.5 and 4.6.
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Figure 5. Paraboloidal radomes F and G described by
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For this case,

i
r2 0 and a I = 0

The total divergence, defined by

TD = (DF 2  DF2 3 ) r -

reduces to
'-1

r 0 1 d [R 2  - R , 
R I l JTD = { + (n- 1) Rd + 1- R (4.8)

1 IR2 nlj J
where R and R2 are the radii of curvature of the inner and outer surfaces

along the z axis and d is the radome thickness in this direction. It can

be shown that if R2 satisfies the relation

R (n - 1) r0 1 R 1  n - (4.9)

2 R + (n-l)r + (-I )(1 01 n

TD in (4.8) becomes infinite. This means that the rays in the pencil

near the axis emerging from the radome are parallel so that they focus at

the far-field point. Figure 9 shows the phase distribution for this case

on a plane normal to the z-axis just outside the radome. Note the constant

phase in the tip region which indicates that the rays are parallel.

The geometrical parameters of radomes E and F on the z-axis are

listed in Table I.

TABLE I

FIELD ON z-AXIS

Radome R1/x0  R2/x0  r0 1 /X JP(e)I

E 4.500 0.647

4 50
F 4.161 1.036
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Note that, while R is the same for both radomes, R2 does vary slightly

(about 8%). According to (4.9), the critical value of R for source

position 1 (r0 1 = 50 A 0) is

Critical R2 = 3.7 A0  " (4.10)

At this critical R2, the divergence factor DF and, therefore, field E3

in (3.34) as predicted by the present geometrical optics theory becomes

infinite. In Figure 10, we plot the ratio of the field with and without

the radome for three values of r0 1. The solid curve in Figure 10 corre-

sponds to the case discussed in Table I. For both radomes E and F, their

values of R2 are close to the critical value R2 = 3.7 A and, consequently,

the fields on the z-axis are quite sensitive to R2. For radome E, the

pattern function JPJ has the value 0.647 (dip), whereas that of radome E,

has the value 1.036 (peak).

This lens effect was also confirmed by the aperture integration

technique in which the rays were traced to a plane normal to the z-axis

just outside the radome and the field on this plane was integrated to

obtain the far-field pattern.

Figure 11 shows the patterns obtained both with the direct ray

method and through integration for a radome in which the focusing action

can be very clearly observed. The outer surface of this radome was

generated from the equation.

50.5 - 1 2 (x2 + y ) (4.11)

LTO] 7.921 A0

and the inner surface was the same as in (4.5). It may be observed that

the axial field strength obtained through airect ray tracing is much

larger than that obtained by integration. This is because geometrical
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Figure 11. E-plane radiation pattern for the radome specified by
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optics becomes less and less accurate as the rays in a pencil tend to

become more and more parallel. In fact, a study of a number of radomes

showed that both methods give nearly the same result until one approaches

a total divergence factor of about 0.5 (the total divergence factor is

defined here by Fr23 * DF 12 * DF231 j2 =,. Figure 12 shows this result.
Jr 23 =oo
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ABSTRACT

The problem of analyzing the electromagnetic
interference (EMI) between two electronic systems when
their antennas are located on or near large scattering
objects is a difficult one. In recent years, the geo-
metrical theory of diffraction (GTD) has been useful in
treating scattering problems which are large in terms of
the wavelength while the moment method (MM) has been
useful in treating antenna problems which are not large
in terms of the wavelength.

The hybrid technique presented in this paper is a
method for solving electromagnetic problems in which an
antenna or other discontinuity is located on or near a
conducting body, such as antennas on aircraft or ships.
The technique solves these kinds of problems by properly
analyzing the interaction between the antenna or scat-
terer and the conducting body. The hybrid technique
accomplishes this by casting the antenna structure in a
moment method format and then modifying that format to
account for the effects of the conducting body via the
geometrical theory of diffraction. The technique
extends the moment method to handle many problems that
cannot be solved by GTD or the moment method alone.

In general, arbitrary radiators located on or near
canonical shapes or combinations thereof can be solved
using the hybrid technique. Electromagnetic parameters
which the hybrid technique can solve for include the
near and far fields, current distributions, impedances,
and scattering data. In this paper, a transmitting and
receiving monopole antenna, located on the surface of
a perfectly-conducting circular cylinder, are analyzed
to determine the amount of radiated power which arrives
at the receiving antenna, after accounting for the
reflection and curved surface diffraction effects of the
conducting cylinder.

1
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The purpose of this paper is to present the tech-
nique and to demonstrate some of its facility and its
accuracy, as evidenced by the close agreement of its
results to the results of an electromagnetic computer
analysis program currently used by the United States Air
Force (USAF) in solving similar problems. This computer
program is known as the Intrasystem Electromagnetic
Compatibility Analysis Program (IEMCAP). Using both
computer programs, antennas are modeled as one-quarter
wavelength monopoles and are positioned on conducting
circular cylinders with radii ranging from one to 150
wavelengths and the power coupling between the antennas
is computed by both computer codes. The near-perfect
agreement in the results of these radically different
analysis codes implies that their solutions, in general,
are correct.

I. INTRODUCTION

The purpose of this paper is two fold. First, the
idea of a hybrid technique of combining the method of
moments with GTD is extended to account for the mutual
coupling between two monopole antennas on a large cir-
cular cylinder by means of curved surface wave diffrac-
tion. Second, the results of this technique are com-
pared to those of an analysis program used by the United
States Air Force which predicts electromagnetic coupling
between aircraft antennas. The close agreement between
the results of these two different analysis techniques
serves to validate both computer programs.

The basic hybrid technique used in this paper was
first described in the literature by Thiele and Newhouse
[1]. There, the technique was applied to antennas on
and near finite planar surfaces. Wedge diffraction
theory was combined with the method of moments to account
for the finite planar surfaces. Ekelman[21, building on
this previous work, developed a hybrid technique for
combining the moment method treatment of wire antennas
with the GTD to account for reflection of electro-
magnetic energy from the curved surface of an infinitely
long cylinder as well as diffraction from the ends of a
finite cylinder. In the present paper, curved surface
diffraction theory is used to extend a method of
moments thin-wire analyses program to account for the
propagation of electromagnetic energy around the curved
surface of an infinitely long cylinder.

II. METHOD OF MOMENTS

The method of moments is a procedure for reducing
an integral equation of the form

f Iz')K(z,z )dz' = Ei 
(z) ()

over structure
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to a system of simultaneous linear algebraic equations
in terms of the unknown current I(z'). It can be used
to determine the current distribution on an antenna,
based on the physical properties of the antenna, its
configuration, and even possible environmental influences
such as the presence of a nearby conducting surface.
Thus the traditional problem in antenna theory of
deriving the form of the current distribution on an
antenna is solved automatically. Once the current is
known, radiation patterns and impedance can be deter-
mined in a straightforward manner.

The specific computer code used for the moment method
portion of the analysis is based on the thin-wire program
written by Richmond [3]. It requires that all antennas and
scatterers consist of thin wires or a grid of thin wires.
This constraint allows one to make use of Pocklington's
integral equation to describe the relationship between an
electric field incident on the surface of a wire and the
resulting surface current induced on the wire. Details of
the derivation of the Pocklington integral equation are
given by Stutzman and Thiele 141.

III. GEOMETRIC THEORY OF DIFFRACTION - APPLICATION
FOR A SMOOTH CONVEX SURFACE

The purpose of this section is to introduce a high
frequency method, the geometrical theory of diffraction
(GTD), which is applicable to curved bodies that are elec-
trically large. This section will then discuss the use of
GTD to determine the propagation of electromagnetic energy
over the curved surface of a circular cylinder.

GTD views the propagation of electromagnetic
energy as rays (analogous to rays of light) which are
subject to scattering and diffraction from specific
parts of a body such as flat surfaces, curved surfaces,
or sharp edges. Unlike the method of moments, GTD only
requires detailed information about the interacting
body at points of reflection and diffraction. Thus,
unlike the method of moments, the complexity and magni-
tude of the analysis does not increase as the electrical
size of the interacting body increases. However, GTD
relies on the use of more assumptions than the method
of moments; primarily, the ray-like behavior of electro-
magnetic energy, which tends to render this method
invalid at very low frequencies.

In conventional GTD analysis, the total field
exterior to a curved surface will consist of incident,
reflected, and diffracted rays which may be divided into
five separate regions as shown in Fig. 1 [5]. The
shaded Region II in the vicinity of the shadow borndary
is a transition region which divides the lit zone from
the shadow zone. Very close to the surface, Region II
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Fig. 1. The Rays and Regions Associated with
Scattering by a Smooth Convex Cylinder

is subdivided into Regions IV and VI in the shadow and
lit zone respectively. Region V is a subdivision of
Region III which is in the immediate vicinity of the
surface. More specifically, Regions IV and V are close
to the portion of the surface which is a caustic of the
surface diffracted rays; whereas, Region II is in the
vicinity of the point of grazing incidence (Q ) which
is a caustic of the reflected ray. Regions I, V and
VI are therefore commonly referred to as the caustic or
surface boundary layer regions. The curved surface
diffraction hybrid analysis developed in this paper will
be exclusively for this surface boundary layer.

The theory and equations which describe electro-
magnetic behavior in the surface boundary layer of an
arbitrary, perfectly-conducting convex surface are
explained by Pathak and Wang [6]. For the sake of
brevity, this section will simply present the equations
used to predict the electric field strength in the sur-
face boundary layer from an infinitesimal electric
current (or current moment) which is also located within
the surface boundary layer. According to Eq. 31 in
Ref. 6, the electric field strength from a source at
point P' which is observed at point P (see Fig. 2) is
given by the following expression:
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(a) SIDE VIEW

(b) END VIEW

Fig. 2. Circular Cylinder Geometry
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e(P) = z2DG(k )p " i' h
0 s e

Fnl'YlIY2) - k* Fh(l'yl'y 2 ) + (F'Yl'Y 2 )) +

T0 2 ks {F s ( ,yl y2 ) - Fh(ylrY2 )1J (2)
5

where

zo = impedance of the medium = = =  TE

k = wavenumber of the medium = 2ff/X =/P

s = length of the surface ray geodesic path from
P' to P

Pg = radius curvature of surface along the ray =
a/sin 2S

= angle of path with respect to the cylinder
axis

a = cylinder radius

G(k) = ke jkS

s j 277s z
ms
Pg

m =(k--l/ 3

l= m-lkd
y 1 =m kd 1
Y2 = m- 1kd2

d = height of source point, P', above cylinder
surface

d = height of observation point, P, above cylinder
surface

To = torsion factor = cos 6 for a circular cylinder

D = spatial factor = 1 for a circular cylinder

F h(,yl'y2 ) = "hard" type surface Fock function

F s(E,yly 2 ) = "soft" type surface Fock function

Pe = strength of a current moment source at P'

n' = unit outward normal vector at source point P'

n = unit outward normal vector at observation.
point P

For E # 0, the Fock function may be approximated by a
Taylor series expansion as follows:
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Fh (Fy l Iy 2 ) = v() - M v1 ()[y2 + y21 (3)
3 -1 2 2

Fs( ,y 1 ,y 2 ) = u( ) + [tu' (E) - - u (E)] [Y2 + Y2 ]  (4)

According to Pathak and Wang [6], when E is large, say
> .6, a rapidly converging residue series representa-

tion for the Fock functions may be utilized. If, on the
other hand, is a small positive number less than or
equal to .6, one may employ a small argument asymptotic
expansion for the Fock functions.

At first glance, the mathematics for computing the
observed electric field strength may appear to be a bit
overwhelming. However, by confining the convex surface
to that of a circular cylinder, the electric field
strength of Eq. 2 becomes only a function of the loca-
tion of the source and observation points P' and P; the
location, orientation, and radius of the circular
cylinder; and the magnitude and direction of the current
moment at point P', §e' respectively.

IV. THE HYBRID TECHNIQUE

The hybrid technique seeks to combine the moment
method with GTD in an optimum manner so as to yield an
analysis procedure for antennas near large electrical
bodies which is both efficient and accurate, relying on
a minimum number of assumptions.

The basic technique to be described in this paper
was first presented in the literature by Thiele and
Newhouse [1]. The approach is to first model the wire
antennas using the moment method and then modify the
generalized impedance matrix to account for the effects
of nearby conducting bodies via GTD. This differs from
other hybrid approaches which use the moment method to
extend GTD (7].

The basic moment method equation for wires

LL/2 I(z')K(z ,z')dz' = -(z ()

-L/2 m z m
i

predicts the electric field strength Ez at point z which
is due to the current function I(z') over a wire oT
length L. Thru the use of expansion functions, Fn, the
wire can be divided into N segments so that the fields at
zm can be written as:

N
E I FnK(ZmZn )dz' = - (zm) (6)n=l n fAz Fn(mzlz

n
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Applying a weighting function, W., to Eq. 6 in order to
satisfy the boundary conditions in an average sense over
the length of the wire results in:

L/2 N L/2L/2
W Z I fnKZmz')dz'dz f Wm -- E (z m)dz

LL/2  n=l m -L/2

(7)

Interchanging the order of integration and summation:

N L/2L/
z I n fFnK(zmz')dz'dz = W *-E (z m)dz

n=l -L/2 -L 2

(8)

Following the notation used by Thiele and Newhouse, Eq.
8 can be expressed as:

N
Z I < W,L(Jn)> < Wm , - Ei(zm)> (9)

n=l m z

where L(Jn) represents a linear operator which relates
the surface expansion currents to the field at point m.
Specifically, it can be thought of as the magnitude of
the field at point m due to a unit test current at point
n. For wires in free space with no other conducting
bodies nearby,

L(Jn) F K(zm, z')dz' (10)

Eq. 9 can be rewritten as:

N
SIZ = V (11)

n=l nmn m

where

Zmn =<W , L(Jn)> (12)

Vm = <W, -Ei(z )> (13)M z m

Since the linear operator, L, relates the expansion
currents Jn to their electric fields, E, Eq. 12 could
be expressed as:

Z =<Wm, (aE)> (14)

where a is a complex scalar. If conducting bodies ari
in the vicinity of the wire antennas, Eq. 12 can be
rewritten as
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Z Mn = <W m , L' (Jn )> (15)

or
Z m'= <Wm, aE1 + bE2> (16)

where

E= field arriving at observation point m directly
from in

E2 = field arriving at observation point indirectly
from Jn due to reflection or diffraction from
a conducting body

a= complex scalar for E1
b= complex scalar for E2

Using properties of linear functions:

Zmn' <Wm, aE1> + <Wm, bE2> (17)
Z '=Z +Z g  (18)

in n mn

where

Zm = the "direct impedance" matrix term which
relates the field at segment m that arrives
directly, to the current on segment n

Zg = the "delta impedance" matrix term which
111 relates the field at segment m that arrives

indirectly, due to diffraction or reflec-
tion, to the current on segment n

Z'= the net impedance matrix term.

The hybrid moment method procedure can thus be summarized
by the following steps

1. Completely describe the geometry of the pro-
blem; location and size of all wire segments and any
conducting bodies in the vicinity.

2. Determine the net impedance matrix terms, Zmn':

a. Determine the average field at segment m, if
any, which arrives directly from a test
current of one amp at segment n, (Zmn).

b. Determine the field at segment n, if any,
which arrives indirectly, due to reflection
by a conducting body, from a test current
of one amp at segment n, (Zr)

in
c. Determine the field at segment n, if any,

which arrives indirectly, due to diffrac-
tion by a conducting body, from a tast
current of one amp at segment n, (Z mn).
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d. For each pair of wire segments n and m, sum
the direct and delta impedance matrix terms
to obtain the net impedance matrix term for
that wire segment pair.

3. Define a field source which will generate an
incident, average field, VM, directly on each segment m.
(For transmitting and receiving wire antenna problems,
source field [Vm ] would be non-zero only for the trans-
mitting antenna segments.)

4. Solve the matrix equation [In] = [Zmn]1 lVm]
to obtain the current for every segment of all the wire
antennas.

5. Use standard, simple electromagnetic relation-
ships to determine such parameters as the antenna input
impedance, radiated power, antenna efficiency, field
patterns, mutual coupling between two wire antennas,
etc., based on the now known current distribution on the
wire antennas.

In this work we used Richmond's thin wire moment
method program [8], which uses a piecewise sinusoidal
expansion of the current in a Galerkin formulation of
the moment method. The GTD for curved surfaces was then
built into this program to implement the hybrid techni-
que.

V. COMPARISON OF RESULTS WITH AN ALTERNATIVE
ANALYSIS PROGRAM

This section will discuss an alternative electro-
magnetic analysis program which is promoted by the
United States Air Force (USAF) and will show how well the
results of the USAF analysis program agree with the
hybrid method of moments (MOM) program for a variety of
cylinder radii and relative antenna locations.

The Intrasystem Electromagnetic Compatibility
Analysis Program (IEMCAP) is a USA Standard FORTRAN pro-
gram for computer-aided implementation of electromagnetic
compatibility (EMC) at all stages of an Air Force system's
cycle, applicable to aircraft, space/missile, and ground-
based systems [9].

The antenna-to-antenna coupling model, one of the
many coupling modes between equipment subsystems which
IEMCAP can analyze, is basically a geometric optics (GO)
program which determines the severity of interference
that a transmitting antenna may unintentionally produce
in other antenna receiving systems on the same aircraft
due to such phenomena as the generation of higher order
harmonics. To use the antenna-to-antenna portion of
IEMCAP, one begins by modeling the aircraft as a
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conducting cylinder with a cone attached at one end.
Wings, modeled as infinitely-thin flat plates, can be
attached to the sides of the cylinder. Next, antennas
are described by their gain patterns, supplied by the
user. Up to three different quantized levels of antenna
gain may be specified for the spherical sectors which
enclose the antenna. The antennas are then positioned
and oriented at their respective locations on the cylinder
that represents the aircraft fuselage. The power, fre-
quency range, signal modulation characteristics, and
relative harmonic levels of transmitters are enumerated
by the user as well as the antennas to which the trans-
mitters are connected. Similarly, the power sensitivity
threshold, frequency range, and out-of-band rejection of
the receivers, as well as their antennas, are specified
by the User. IEMCAP will then determine the magnitude of
power delivered to a specific receiving antenna from one
of the transmitting antennas, based on the relative
position of the antennas on the modeled aircraft, the
appropriate gains of the antennas, and the frequency of
transmission. The magnitude of the received power is
then compared to the receiver's power sensitivity for
that frequency and if it exceeds that sensitivity, a
potential electromagnetic inference (EMI) problem is
predicted by IEMCAP.

In determining the magnitude of the power coupled
to the receiving antenna, IEMCAP takes into consideration
the distance between the antennas (free-space loss),
diffraction around the fuselage (fuselage shading factor),
and any diffraction off the edge of the wing which may
lie in the direct path between the two antennas (wind
diffraction factor). These three factors, all in units
of decibels, are added together algebraically with the
antenna gains (also in decibels) to arrive at the power
coupling factor between the two antennas for a given
frequency.

The fuselage shading factor used by IEMCAP is
based on work by Hasserjian and Ishimaru [101. In their
analysis, a function is derived which relates the pro-
pagation around an infinite conducting cylinder to that
over a flat plane. This function is approximated by
IEMCAP as follows [11]:

SF = -A (19)c (nA +)

where

A = pf 2 1/ (20)
c

5 .478 x 103 for A < 26

n \=3.340 x 10- for A ) 26
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5083 for A < 26

.5621 for A ; 26

and

SFc = fuselage (cylindrical) shading factor (dB)

Pf = radius of cylinder (meters)

e = angle around cylinder of propagation path
s (radians)

= wavelength (meters)

D = distance of the cylindrical segment of
propagation path

It is possible to compare the performance of
hybrid moment method against that of IEMCAP in computing
cylindrical diffraction loss. As part of the standard
output, IEMCAP will print the transfer loss between two
antennas in units of decibels (dB). The corresponding
number can also be obtained from the hybrid moment
method program.

The next step was to choqse an antenna configura-
tion for both programs. For the first configuration, a
transmitting monopole antenna was fixed on the surface
of a circular cylinder while the receiving monopole
antenna was positioned in the plane of the transmitting
antenna perpendicular to the cylinder axis, at various
angular separations from the transmitting antenna as
shown in Fig. 3. The radius of the cylinder was initially
chosen to be ten wavelengths. This corresponds to the
fuselage of a cargo aircraft such as a C-141 or a C-5A
at around one gigahertz (GHz), close to the frequencies
used by airborne military navigation equipment.

Fig. 4 illustrates the excellent agreement between
these two radically different approaches for calculating
the power coupling factor between two antennas due to
cylindrical surface diffraction. Here, values were
computed at ten degree intervals. The only significant
difference in results between the two methods is when
the two antennas are separated by large angles. At
these angular separations, both the short and long path
diffracted field contributions are similar in magnitude
at the receiving antenna. However the difference in the
phase angle of the arriving fields results in a rein-
forcement or cancellation effect. By plotting only the
values between 160 and 180 degrees, this phenomenon can
be more clearly seen as Fig. 5 shows. The MOM code data
in Fig. 5 is very similar to a standing wave pattern on
a lossy transmission line in the vicinity of a discon-
tinuity. The distance between null points is one-half
wavelength. One observes that very close to 180 degrees,
the total power received by the second antenna can vary
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Fig. 3. Monopole Antennas on a Circular Cylinder
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Fig. 4. Power Coupling Factor Between Two 1/4 Wavelength
Monopoles on a Cylinder of Radius 10 Wavelengths
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Fig. 5. Power Coupling Factor Between Two 1/4 Wave-
length Monopoles on a Cylinder of Radiuw 10
Wavelengths for Angular Separations Between
160 and 180 Degrees

by almost as much as 20 decibels for a displacement of
one-quarter wavelength!

Next, the radius of the cylinder was varied. As
an upper limit, a cylindrical radius of 150 wavelengths
was selected. This corresponds to the fuselage of a
C-5A cargo aircraft (30 foot diameter) at a frequency of
approximately 10 GHz which is near the operating fre-
quencies of airborne radar, precision approach systems,
and electronic warfare (EW) equipment. Fig. 6 shows
very close agreement between the two approaches for all
angular separations less than 130 degrees. As in Fig. 4,
the MOM data oscillates for angular separations larger
than 160 degrees. However, since the separation between
the nulls is less than .2 degrees, these oscillations
appear as a shaded area.

Further results show that the two programs generally
yield the same answers for smaller cylinders with a 5,
3, or even 1 wavelength radius. A 3 wavelength result is
shown in Fig. 7. Again, there is some deviation for very
large angular separations due to the constructive/des-
tructive reinforcement discussed previously. There is
also somewhat of a deviation for very small angular
separations. This is most likely due to the geometry
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situation of the antennas and cylinder used by the hybrid
MOM code. For these small angles, the electric field is
no longer propagating through the surface boundary layer
region described in Chapter III. Rather, source points
on the transmitting antenna, as well as the observation
points on the receiving antenna, may more properly be
considered as points well off the cylinder surface,
especially for the antenna segments farthest away from
the cylinder surface. Therefore, a different set of
surface diffraction equations should be used which per-
mits the source and/or observation point to be outside
the surface boundary layer [6].

VI. CONCLUSIONS

Based on comparisons made in this paper between
the MOM code and the IEMCAP code in their ability to
determine the loss in transmitted power due to cylindri-
cal surface diffraction, several conclusions may be
drawn. For intermediate angular separations (60 to 120
degrees), the deviation in results between the two codes
is less than one decibel. This is a strong indication
that both results are correct. For larger angular
separations (1200 to 1800) deviation between the codes
can be explained by the reinforcement/cancellation
effects due to phase information which is accounted for
by the MOM code but not by IEMCAP. Yet the IEMCAP code
values do agree with the average values of the standing-
wave type patterns of the MOM code results. Thus, t ie
MOM code results appear to be correct for cylindrical
surface diffraction involving large angles. In addition,
there is also good agreement between the two codes for
cases of linear displacement along the axis of the
cylinder where torsion is introduced into the path
between the transmitting and receiving antennas.

However, deviation between results of the two
codes is more severe for small angular separations (less
than 60 degrees) between one-quarter wavelength monopoles
on small cylinders with radii on the order of one wave-
length. There is also a disturbing amount of disparity
between the results of the MOM and IEMCAP codes when a
longer five-eights wavelength monopole is used. It
appears that the MOM code fails (gracefully) when source
points are much more than one-quarter wavelength above
the cylinder surface or when very little of the propa-
gation path between the antennas resides in the surface
boundary region, as for small angular separations on
small radii cylinders. To reduce the effect of these
problems, equations which account for curved surface
diffraction from source and observation points outside
the surface boundary layer, such as described by Pathak,
Burnside, and Marhefka [51, should be considered.
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BROADBAND CONICAL SPIRAL ANTENNA RCS PREDICTION

USING THIN-WIRE APPROXIMATION
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COMPENDIUM

A broadband conical spiral antenna was modeled by a thin-

wire approximation and the method-of-moments technique was applied

to predict the antenna RCS. The thin wire was divided into a maxi-

mum of 200 segments and the analytical RCS data were obtained by

using Cyber-172 computer. Then an equiangular conical spiral

antenna was designed, fabricated, and tested for electrical per-

formance. The RCS of this antenna was recorded for two linear

polarizations at 2.3, 8.4, and 16 GHz frequencies. It is concluded

that the predicted RCS data agree with the measured RCS within 2-6

dB. The results of this study will be of paramount technical assis-

tance to engineers who are concerned with not only the antenna per-

formance but the antenna RCS as well.
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INTRODUCTION:

Broadband conical spiral antennas are widely used for active

and passive electronic countermeasure and direction-finding systems

on aircrafts, missiles, and satellites; and from an RCS standpoint,

serve an excellent replacement for their counter-part flat spiral

antennas. Thus, it is necessary to develop theoretical techniques

that would aid in predicting the RCS of such antennas. Because of

the broad bandwidth, there are many complexities involved in proper-

ly modeling this antenna; however, recent availability of high-speed

digital computers has made it somewhat possible to apply method-of-

moments techniques to estimate the RCS.

In this paper, the conical spiral antenna is modeled as a

thin-wire antenna, and the method-of-moments technique is applied to

calculate the antenna RCS. The measured electrical performance of

the antenna is given and the experimental RCS data are compared with

the theoretical RCS data.

CONICAL SPIRAL ANTENNA DESCRIPTION:

An equiangular conical spiral antenna with its design parameters

(9,a±,6, D, and d) described in the spherical coordinate system is

shown below.
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The outer edges of the spiral arm are defined by:

Ci = €0 exp (b ) (I)

2 = o exp (bo-b6) (2)

where, b = sineo/tan

A rotation of both curves by 180 degrees over this body of revo-

lution will give the second arm of this antenna.

It may be noticed that "eo", the cone half-angle, controls

the front-to-back ratio of the antenna radiation and the space avail-

able for antenna installation; parameters "D" and "d", base and apex

diameters, determine the lower and the upper frequency of operation;

" ", the spiral-rate angle, yields the beamwidth; and "6 ", the arm-

width, optimizes the antenna impedance.
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THIN-WIRE MODELING:

The conical equiangular spiral antenna may be designed by

selecting a very narrow armwidth; i.e., 8 = 0. This antenna may be

constructed with a thin metallic wire, instead of a wide metallic

strip. A sketch of this antenna is shown below:

15 cop

13.1 CM
FEEDLINE 13.gcM

III

7.5 CM

In order to apply the method-of-moments technique, the follow-

ing approximations were made: (1) the current was assumed to flow

only in the direction of the wire axis, (2) the current and charge

densities were approximated by current "I" and charge "q" on the

wire axis; and (4) the boundary conditions were applied only to the

axial component of electric field intensity, E, at the wire axis.

The resulting equations may be written as:
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-E. = -joAk (D (3)

2..
A= -- fI() e -jkR d (4)

L iR

I l (t) e-jkR dz (5)

E 4trR
z

a = -1 dI(z) (6)
io dk

There,

E. = Incidence Electric Field

A = Vector Potential

= Scalar Potential

R = Observation Point Distance

a = Current Density

£ = Wire Length

= Permeability

= Permittivity

Then, based on-pu point matzhing approximation, the

antenna spiral arms were divided into "N" segments, see Figure 1,

and the antenna RCS calculations were made by the method-of-moments

technique by programming it on Cyber-172 computer. Due to the com-

puter memory limitations, the number of segments were restricted to

200. The analytical data so obtained is shown in Figures 4 thiough

6.
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FIGURE 1 CONICAL SPIRAL AlTENNA SEGMENTS

ANTENNA DESIGN, FABRICATION, AND TESTING:

Based on the above thin-wire modeling technique, an equiangu-

lar conical spiral antenna was designed by selecting the following

design parameters for the expected antenna performance given below:

Design Parameters Expected Antenna Performance

0 = 15 degrees Frequency Band 2-18 GHz0

= 85 degrees 3-dB Beamwidth 85 degrees

= small (thin wire) Polarization Circular

H = 13.9 cms Axial Ratio 1.5 dB

h = 13.1 cms Front-to-Back Ratio 9 dB

D = 7.5 cms VSWR (Connector) 2:1

d = .214 cms Impedance (Ant. Terminals)250 Ohms

B = non-metallic base Average Gain 2 dBil
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The equation describing the spiral arm of the antenna may be

written as:

= Coexp (sinOo/ tan a) (7)

This equation was programmed on HP-9845 computer and its projection

on a two-dimensional plane of a circle was plotted. The radius of

this circle is given by the maximum radius of the spiral arm. A

sector with circumference rD was cut out of this circle and rolled

to form a cone. The angle of this sector is given by VD/L, where L

is the hypotenuse of the cone. Next, a solid wooden cone was con-

structed and a thin polypropylene dielectric flat sheet was heated on

a low flame and then stretched on this cone. After it cooled off,

the dielectric material cone was removed and a computer plotted paper

cone was inserted in it and glued. Lines describing the spiral arm

were quite visible. The dielectric cone was sprayed with rubber

cement and then a thin pliant copper wire was wrapped around the

cone. The second arm was formed by rotating it by 180 degrees.

The antenna was tuned and balanced by a tapered line technique.

The tapered end of the coax was used to feed the antenna at the apex

and its other end was connected to a 50-ohm load through a TNC

connector. This antenna is shown in Figure 2.
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FIGURE 2 FABRICATED CONICAL SPIRAL ANTENNA

All the electrical performance data; i.e., radiation patterns, gain,

axial ratio, and VSWR, were recorded at the General Dynamics Antenna

Range and are summarized in Table 1.

TABLE I ELECTRICAL PERFORMANCE DATA OF THE SPIRAL ANTENNA

FREQUENCY PEAK GAIN 3-dB BEA.MWIDTH AXIAL RATIO
(GHz) VSWR (DBiL) (DEGS) (dB)

2 1.8 0 90 1

7 2.2 2 70 3.5

16 1.9 3 95 2
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RCS MEASUREMENTS:

Long pulse RCS testing was conducted at the Electronics Divi-

sion of General Dynamics Radar Range. The test set-up, shown in

Figure 3, was located in a tapered anechoic chamber, which is 46

meters long and 8-meter square at the large end. The background

clutter signal was measured at 3, 5, 10, 16, and 35 GHz frequencies;

it was below 41 dB below a square meter. The received power levels

were digitized by the ratiometer and then transmitted to a computer

for processing and for preparation of graphs and tables. The RCS of

the test antenna was measured at 2.3, 8.4, and 16 GHz for horizontal

and vertical polarizations. The data was recorded in analog and

digital forms. The digitized data recorded at intervals of 1/10 of

one degree in elevation angles were processed on a computer to

generate the median RCS plots. The experimental RCS data so obtained

is shown in Figures 4 through 6.

HP TWT T-HORN
S EER 

177DH

EEIMO3OR DRIVEN

4CK BX LEVEL SET VARIABLE 9
SNIFTER

MOTOR DRIVEN

MIXER VARIABLE
ATTNATOR

REFERENCE

CHART REODRRCEIVER

SET

FIGURE 3 CW RCS MEASUREMENT SYSTEM BLOCK DIAGRAM
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COMPARISON BETWEEN THE MEASURED RCS AND THE PREDICTED RCS DATA:

The antenna RCS data predicted by the method-of-moments tech-

nique and obtained by experimental measurements are shown in Figure

4 through 6 for two polarizations at three frequencies (2.3, 8.4,

and 16 GHz).

A comparison of this data shows that the predicted RCS com-

pares within 2-6 dB with the measured RCS for vertical and hori-

zontal polarizations at 2.3, 8.4 and 16 GHz-frequencies, except

for horizontal polarization at 2.3 GHz where the agreement is not

very good. Some mix up in the experimental measurement is sus-

pected in this case. The accuracy of this technique can be en-

hanced further by increasing the number of segments of the wire and

by taking into account the antenna-mode RCS contributions as well.
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CONCLUSION:

The RCS of a broadband conical spiral antenna was predicted

by modeling the antenna with a thin-wire and by applying the method-

of-moments technique. The antenna RCS data were recorded at 2.3,

8.4, and 16 GHz frequencies. It is concluded the predicted RCS and

the measured RCS agree within 2-6 dB. This comparison is good and

the accuracy of this technique can further be embellished by increas-

ing the number of segments of the antenna wire or by using sinusoidal

base Glerikin functions for current distribution on the segments.
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A Low Sidelobe Shaped Beam Synthesis Procedure

ABSTRACT

A computed-aided design procedure for synthesizing shaped beam antenna patterns with very
low sidelobes for linear arrays is described herein. The synthesis procedure is effected by the
systematic location of array factor zeros within "the pattern visible region" to obtain the desired
pattern shape and sidelobe level control.

The synthesis procedure is initiated by choosing a line source Taylor pattern with a sufficiently
low sidelobe level and then computing and storing the associated array factor zeros. The desired
(specified) shape beam pattern and the initial (Taylor) pattern are then computed and plotted on the
same scale with the aid of a high-speed graphics plotting terminal.

The initial pattern zeros, in the regions where the shaped beam is desired, are then modified by
moving them off the Z-plane real axis one at a time until a reasonable first approximation to the
desired shaped beam pattern is obtained. Successive iterations, wherein the pattern zeros in ques-
tion are readjusted, are made until the realized and desired patterns are sufficiently well matched
within the shaped beam region. The pattern matching in the shaped beam region, via specific zero
location off the Z-plane real axis, is found to have little effect on sidelobe levels outside the shaped
beam region.

The corresponding aperture distribution is then found by taking the discrete fourier transform of
the realized pattern function.

This paper describes the synthesis procedure in detail and shows the results of synthesizing a
CSC 2 type pattern via the aforementioned procedure.
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INTRODUCTION

It is often desirable, for a system point of view, to provide an antenna pattern which, in at least
one plane, has a shaped beam response (see figure 1). Furthermore, it is frequently desirable to
maintain low sidelobe levels in the areas outside the shaped beam region of the pattern. (See figure
I again.)

The synthesis procedure described herein provides a systematic method of closely approximating
a specified shaped beam pattern with a uniformly spaced linear array of discrete radiators while
maintaining arbitrarily low sidelobe levels outside the shaped beam region. The idea for the
development of this specific synthesis procedure arose from discussions in which the author has has
with H. R. McComas, of Westinghouse, concerning pattern synthesis techniques.

SHAPED BEAM PATTERN

- BW SHAPED BEAM
REGION

PATTERN

AMPLITUUE

SIDELOBE SIDELOBE

REGION REGION

RO-O640-Vl' 1

Figure 1. Shaped Beam Pattern
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SYNTHESIS PROCEDURE

Hyneman and Johnson() have employed a shaped beam synthesis procedure wherein a set of
Taylor line source pattern zeros are selected as a starting basis, and in which controlled displace-
ment of the initial pattern function zeros is employed to effect a shaped beam pattern with approx-
imately equal percentage ripple. The procedure described below uses a similar approach except that
certain preselected pattern function zeros are modified one at a time using a video graphics display
to monitor intermediate results during the procedure which is an iterative one.

It is well known that the far field pattern of a linear array of N isotropic radiators can be ex-
pressed as:

f(z) = a, + a2z + a3 z2 +...... + aNZ N - I (1)

where an is a complex voltage weighting coefficient at the nth element (see figure 2) and where:

z = ejw

= - Ts sin 0 (2)
A

A = free space wavelength

'I I~s1 LINEAR ARRAYGEOMETRY

n- 1 2 3 N-2 N-1 N

80-0640 VA 2

Figure 2. Linear Array Geometry

(I)R.F. Hyneman and R.M. Johnson, "A technique for the synthesis of shaped-beam .ation patterns with approx-
imately equal-percentage ripple," IEEE Trans Antennas and Propagation, Vol. AP-15, pp. . 6-743, November 1967
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The N element linear array pattern can also be expressed as:

N-I
f(z) = aN 77 (Z-z n) (3)

n=1

where zn is the nth pattern functioa zero as shown in figure 3.

iv Z = U + iv

Zn PATTE RN

PEA K

U

UNIT CIRCLE
DIAGRAM

W0-0640-VA 3

Figure 3. Unit Circle Diagram

N-1
f(z) = aN  7T (z-z n) can be interpreted geometrically as the product of the N-i vectors

n=I
formed by rays extending to the variable point z on the unit circle of figure 3 from each of the zero
locations of the pattern function (see figure 4).
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PATTERN

PEAK

~UNIT CIRCLE

DIAGRAM

80-0640 VA -4

Figure 4. Unit Circle Diagram

The synthesis procedure outlined herein is implemented by first selecting the design sidelobe
level, e.g. -40 dB, and positioning the pattern function zeros to the locations for a 40 dB Taylor
pattern with large-ft. The Taylor pattern zero locations are given by:

tPn = + 3600 o(A 2 + (n- 1/2)12 1 < n <3 (4a)
N

Wn = + 3600 n n (4b)
N

Zn = cos tpn + j sin W. (5)

n= (6)

(A2 + (ff- I2)2)1/(

-ff 4 N/2 (7)

Large iT is chosen as the starting point above because of the poor close in sidelobe response ob-
tained with small" when the design sidelobe level is chosen to be -40 dB or less.

Choosing the zero locations of equations (5) results in the pattern shown in figure 5.
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0 BW

RELATIVE -10 TAYLOR
POWER PATTERN
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-30 --

-40

80-0640-VA .

Figure 5. Taylor Pattern

At this point, it is necessary to adjust the number of elements N or the spacing between elements
S to match the beamwidth parameter, BW, of the patterns in figures 1 and 5. In addition, the beam
pointing angles of the two patterns must be matched by rotating the ensemble of Taylor zeros, pn,
in equation (4) by an appropriate amount tpo around the unit circle of figure 3.

where:

o 2 s sin 00 (8)

0= The beam pointing angle of the desired shaped beam pattern

0

-to
SHAPED BEAM

RELATIVE -20 PATTERNS

POWER

(dB) -30

-40

0 00

80-0640. V A -6

Figure 6. Shaped Beam Pattern
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80-0640-VA-7

Figure 7. Modified Unit Circle Diagram

Figure 8 shows the Taylor pattern and the desired shaped beam pattern prior to the next step in
the synthesis procedure.

SPECIFIED
0 - SHAPED PATTERN

-101 -

RELATIVE PATTERN
EVOLUTION

POWER -20 -

(dB)

-30 -

-40 - . .-
I I I

0

80-0640-VA -8

Figure 8. Pattern Evolution
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The next step in the synthesis procedure is to move the Taylor pattern zeros, indicated by arrows
in figure 8, off the unit circle (see figure 9) in order to warp the Taylor pattern in such a way as to
match the specified shaped beam pattern.

IV

P Z = U +iv

ZEROS DISPLACED
FROM UNIT CIRCLE

U

80-0640-VA 9

Figure 9. Unit Circle Diagram

This is done, one zero at a time, starting with the first zero on the right side of the Taylor pattern
main beam (see figure 8). This sequential zero relocation process is iterated until the desired shaped
beam pattern is approximated with sufficient accuracy. The relocation of zeros off the unit circle,
for beam shaping purposes, is effected by multiplying the appropriate zeros zn by real scale factors
0 1.

During the synthesis procedure described above, it is necessary to monitor interim steps in the
pattern approximating process. This was done by plotting lttern samples from each interim ap-
proximating pattern on a Tektronix Video Graphics Display Unit (see figure 10) and basing new
zero relocation input data on the results of the previous approximation.
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TEK1RUNIX CONTROL
4010-1 __DATA

VIDEO GRAPHICS TIME SHARING
DISPLAY UNIT COMPUTER

I VISUAL INEPETTOIGRAPHICS II DATAINPUT

I INFORMATION I I DECISIONS I

80-0640-VA-10

Figure 10. Interactive Graphics Block Diagram

Figure II shows a (dotted) specified and superimposed realized pattern obtained via the synthesis
technique discussed above. A 46 dB Taylor pattern with largeff was chosen as the starting point for
the synthesis. Figure 12 shows the same pair of patterns with a different ordinate so that pattern
matching in the shaped beam region can be more accurately assessed. The zeros which were moved
off the unit circle to create the shaped region were done so by multiplying them by a real number
greater than 1.

The last step in the synthesis procedure is the determination of the aperture distribution which
produces the final approximating pattern. This may be easily accomplished in several ways with the
aid of a large digital computer.

A fast fourier transform subroutine can be used to obtain the required aperture distribution by
computing the discrete fourier transform of appropriate data samples of the pattern function given
equation (3). The required aperture distribution may also be found by taking the final values zn and
expanding equation (3) into the form of equation (1). Dan Davis of Westinghouse has provided the
author with a subroutine for computing the values an of equation (1) starting with equation (3).



10

PATTERN COMPARISON
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Figure 11. Pattern Comparison
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SUMMARY

Described herein is a pattern synthesis procedure which comprises the systematic location of pat-
tern function zeros in such a way as to produce a desired linear array antenna pattern within very
close tolerances. The foregoing procedure which consists of the determination of a suitable approx-
imation to a desired pattern and the associated complex aperture distribution is easily implemented
with the aid of a digital computer.
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by
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ABSTRACT

While recent technological advances in silicon bipolar

transistors have produced impressive results at L-band, these
devices have not met expectations in output power, gain,

and efficiency at higher frequencies. An attractive alternative

for the solid-state generation of microwave power is the use

of a high-performance L-band transistor amplifier that drives

a diode frequency multiplier. This paper describes the

development and experimental results of a 150-watt pulsed

tripler source designed to operate from 3.1 to 3.6 GHz with

an overall dc-to-RF efficiency of 25 percent.
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Section 1

INTRODUCTION

Modular all-solid-state transmitters offer significant life cycle cost (LCC) and operational
advantages over tube counterparts in .military radar systems. A modular configuration is particularly
attractive for evolving systems, for as aigher-power devices become available, they can readily be
incorporated without major restructuring of existing architecture.

With L-band solid-state technology firmly established, it was natural that increased
development effort should be directed toward all-solid-state S- and C-band systems. The U.S. Army
Electronics Comrmand (ECOM) sponsored contracts DAAB07-77-C-2731 to Microwave Semiconductor
Corporation (MSC) and TRW Semiconductors to develop a 65-watt peak, 3.1 to 3.5 GHz silicon
bipolar transistor with a 15 percent duty cycle and a 100-microsecond pulse length. By the end of
1978, the best results obtained were about 18 watts peak in prototype devices. This was increased
to 50 watts peak over a limited frequency band in 1979. While these devices are usable for initial
development of S-band power modules, a high-performance 100-watt peak transistor would be
desirable for production hardware. Experience has shown that as higher-power devices become
available, solid-state transmitters become more efficient, reliable, and cost effective.

Recent industry projections [ 1, shown in Figure 1, indicate that an 80- to 100-watt device
for operation over 3.1 to 3.6 GHz will not be available until the 1985 time frame. Consequently,
ITT Gilfillan has decided to develop an alternative source for the interim that uses a X3 diode
frequency multiplier driven by a high-performance L-band transistor amplifier. The measured output
power of an existing L-band transistor, and the projected output power of the tripler source for
three assumed values of multiplier conversion efficiency, are also shown in Figure 1. Even for the
worst case, the tripler source would result in higher power levels than 1985 projections for the
S-band bipolar transistors.

C.P. Snapp, "Bipolars Quietly Dominate," Microwave System News, November 1979, pg 49.
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Section 2

CIRCUIT DESIGN

A simplified block diagram of the 150-watt pulsed S-band tripler source is shown in
Figure 2. An L-band transistor amplifier, which provides a peak output power of 250 watts
minimum over the 1.033 to 1.200 GHz frequency band, drives the bimode varactor diode thorugh
the input low-pass filter and matching network. The filter presents an open circuit to the diode
junction at the second and all higher-order harmonic frequencies, thereby preventing loss back
through the input. The matching networks are quarter-wave transformers that match the real part
of the dynamic impedance of the diode to the 50-ohm characteristic impedance of the line. Line
lengths between the diode and the two filters are chosen to cancel the capacitive reactance of the
diode. The second-harmonic resonator presents a broadband, low-impedance path around the diode
to idle the second-harmonic current, which is required for highly-efficient generation of the desired
third-harmonic output frequency. The bias network establishes the operating point for the diode,
and isolates the dc bias voltage from the RF circuitry. The output bandpass filter presents an open
circuit to the diode junction at the fundamental frequency, and allows output power only at the
desired third-harmonic frequency.

The L-band transistor amplifier and the tripler circuiL are shown in Figures 3 and 4,
respectively. Circuit development was done using 0.050-inch thick ceramic filled teflon-glass
dielectric material in a combination of microstrip and balanced stripline. This configuration facilitates
breadboarding, and results in a final unit with the optimum tradeoff between electrical and
mechanical performance, size and weight, reliability, and cost.

Selection of the best diode for the tripler involves a tradeoff of many diode parameters,
of which the most important are breakdovn voltage, junction capacitance, snap time, and thermal
resistance. Evaluation of candidate diodes for this application, which are listed in Table I, has not
yet been completed.

Table . Candidate Diodes for Tripler

Minimum Junction Maximum Thermal Tripler
Model Breakdown Capacitance Lifetime Snap Time Resistance Efficiency

Number (volts) (pF) (nsec) (psec) (°C/W) (%)

MA 44010 120 2.0 240 220 7.0 65

MA 44052 120 1.6-3.0 80-240 220 7.5 6.0
MO 6501X 220 1.76 200 60

The diode is shun. mounted in microstrip to an aluminum baseplate that serves both as
RF ground and as heatsinh for good heat dissipation.
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Figure 2 Block diagram of' 150-watt pulsed S-band tripler source

Figure 3. L-band transistfor amplifier
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Section III

EXPERIMENTAL RESULTS

At the time this paper was written, development of the tripler circuit was incomplete.
Evaluation, selection, characterization, and matching of the diode in the circuit remains to be done.

Fabrication and test of the input low-pass filter, a two-section, constant-K, m-derived end
section design, are complete. Swept-frequency insertion loss is shown in Figure 5. The insertion
loss is less than 0.2 dB over the input drive frequency range 1.033 to 1.200, and greater than
45 dB at the idler and output frequencies.

The output bandpass filter has also been completed. This circuit was built in balanced
stripline in order to obtain the high Q's necessary to relize low pass-band insertion loss and high
out-of-band rejection. A three-section, maximally-flat design was used. Swept-frequency insertion
loss is shown in Figure 6. The insertion loss is less than 0.8 dB over the output frequency range
of 3.1 to 3.6 GHz, and greater than 20 dB and 40 dB at the idler and input frequencies, respectively.

Although the optimum diode for this application has not yet been selected, a preliminary
test of the circuit was made with an L-band diode that was on hand. This device has a very high
breakdown voltage and very low thermal resistance, but is otherwise unsuitable because of high
junction capacitance and excessively long snap time. In spite of these drawbacks, five percent
conversion efficiency of the tripler circuit was obtained over the 3.1 to 3.6 GHz band.
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Section IV

SUMMARY AND CONCLUSIONS

It has been shown from measured data on a high-performance L-band power transistor
and from manufacturer's data of bimode varactors that a 150-watt pulsed S-band tripler source is
practical. A 250-watt peak L-band amplifier has been breadboarded and tested. The tripler circuit
has been built, and awaits final evaluation of several candidate diodes to select the best device for
the application. The circuit will then be optimized for the chosen diode.

When completed, the transistor amplifier and tripler should provide 150 watts of pulsed
RF power from 3.1 to 3.6 GHz with an overall dc-to-RF efficiency of 25 percent. Even for the
worst-case performance based on diode parameters, the X3 source will result in higher power levels
than 1985 projections for S-band bipolar transistors.
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RANGE DISTANCE REQUIREMENTS FOR MEASURING LOW
AND ULTRALOW SIDELOBE ANTENNA PATTERNS

P.S. Hacker and H.E. Schrank

Westinghouse Electric Corporation,
Baltimore, Maryland

ABSTRACT

This paper considers the effects of quadratic phase errors

due to finite length pattern ranges on the measurement of low

and ultralow sidelobe antennas. The well-known 2D2/ rule-of-

thumb distance is shown to be adequate only for measuring patterns

having moderately low sidelobes (i.e. down to about -30 dB). This

distance is shown to be inadequate for measuring low (-30 to -40 dB)

and ultralow (below -40 dB) sidelobe patterns if the near-in

sidelobes are to be preserved within reasonable errors (e.g. less

than 1 dB). A relationship between first sidelobe errors and

range distances is derived from calculated patterns for a number

of amplitude distributions with various quadratic phase errors.

This relationship is plotted in terms of the change (error) in

the highest sidelobe versus range distances in multiples of

D 2/ on log-log paper. This plot clearly shows the range distances

required for various low sidelobe patterns and measurement

tolerances. A corresponding plot of main lobe gain errors versus

finite range distances is also presented.

The results show that the effects of quadratic phase error on

near-in pattern sidelobes diminishes rapidly with angular distance

from the main beam. Thus for a given range length ND2 /X, the
errors on the second and third sidelobes are significantly less

than the error on the first sidelobe. This means that for many

iow and ultralow sidelobe antennas, practical range distances

(such as 2D /) can still be used to measure wide angle sidelobe

levels accurately at the expense of "losing" the first one or

two sidelobes.

INTRODUCTION

The question of what length pattern range is required to

measure far-field patterns is not new and even some of the



(2)

earliest references 1 ,2 ,3 , indicate that range length requirements

depend on the sidelobe level of the antenna being tested and the

desired accuracy in the pattern structure. For many years the

2D2 /X distance with its maximum quadratic phase error of 22.50

(see table 1) at the edge of the antenna aperture served as an

adequate "rule of thumb" criterion. However, in the mid-1960's

a breakthrough in antenna sidelobe suppression techniques took

place at Westinghouse, and it became necessary to measure antenna

patterns with ultralow sidelobe levels. A re-examination of the

effects of quadratic phase errors was made by Hacker 5 in 1967,
1

using the analytical approach of Silver with a Hamming pattern

(cosine-squared on a -22 dB pedestal amplitude distribution) as

a convenient math model. The results (which are summarized in

Appendix A) showed that several multiples of the 2D2 /X distance
are necessary to accurately measure the first two or three near-in

sidelobes on a Hamming-like pattern; at shorter ranges these near-

in sidelobes merge with the main beam and appear as "shoulders."

TABLE 1

EQUIVALENT EXPRESSIONS FOR
QUADRATIC PHASE ERROR

MAX PHASE ERROR AT EDGE OF APERTURE

RANGE DISTANCE RADIANS DEGREES WAVELENGTH

Infinite 0 0 0

32 D2/ r,/128 1.406 X/256

16 D2/X i/ 64 2.813 X/128

8 D2 /X ir/ 32 5.625 X/64

4 D2/, r/16 11.250 A/32

2 D2 /, ir/8 22.500 X/16

D2 /X ir/ 4  45.000 A/8

0.5 D2/ r '/2 90.000 X/4

0.25 D2 /,\ 180.000 X/2

80-0810-T-1
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The purpose of this paper is to assemble some "classical"

reference information with some recently calculated low and

ultralow sidelobe patters to show the effects of various amounts

of quadratic phase error on the patterns, both qualitatively and

quantitatively. Also, some interesting and (hopefully) useful

summary information will be presented, including the unusual

behavior of the unique Hamming pattern which exhibits slightly

improved maximum sidelobe levels with increasing quadratic phase

nrror! To the authors' knowledge, this has not been presented

anywhere so far, nor do any other known patterns remain impervious

to reduced range distances.

In addition to showing the effects of quadratic phase errors

on sidelobe levels, a by-product of the computed data is the

relation between peak mainlobe directive gain and those same phase

errors. In this respect the Hamming pattern behaves quite

normally, but the cosine pattern seems to behave slightly different

from all the others studied.

All the data presented and discussed is for one-dimensional

linear-aperture antennas.

REVIEW OF SELECTED REFERENCES

One of the most educational and useful antenna papers ever

published is K. Milne's on marine radar "aerials".3 In it, Milne
presents many computed and plotted patterns, some of which are

reproduced here. Figures 1, 2, and 3 show very clearly how the

same quadratic phase errors (0 = 7r/ 2 , andO = W/4) result in

increasing disturtions for the -13 dB pattern (figure 1), the

-23 dB pattern (figure 2), and the -32 dB pattern (figure 3).

Another pair of well-presented graphs are shown in figure 4,

which summarizes the behavior of a complete family of patterns,

namely the cosine-on-a-pedestal group. Superimposed on the

abscissa, which is the phase error in degrees, are corresponding

low sidelobes are defined here as ranging from -30 to -40 dB

ultralow sidelobes are defined as those below -40 dB
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range distances expressed in multiples of D 2. The first side-

lobe levels shown at the ordinate (3 0) can be checked with

J. Ramsey's figure 7.

Similar figures are found in many other references, of which

Hollis 7 et al is an example, and his figure 14.3 shows a -30 dB

Taylor pattern at three range distances. The same figure is
8

also presented in IEEE Standard 149-1979 as figure 3, page 21.

The information presented in these and similar references is

helpful, but is generally limited to two or three sidelobes and

one or two phase error conditions. Furthermore, none of them

deal with sidelobe levels near or below -40 dB.

SOME LOW AND ULTRALOW SIDELOBE PATTERNS

To investigate the effects of quadratic phase errors on

lower sidelobe patterns, computations were made on the following

distributions (in addition to a uniform distribution as a control

case):

1. Cosine-Squared

2. Hamming

3. Modified Taylor (-50 dB first SL, -60 dB rest)

4. Chebyschev (-40 dB)

5. Chebyschev (-60 dB)

The results of these computations are plotted as shown in

figures 5 through 9, for various quadratic phase errors expressed

in terms of multiples of D2 /.

Peak values of the first six sidelobes were also derived from

the computations, and the values for the highest sidelobe in

each case are given in table 2. Note that two numbers are given

for each entry: the upper one is the change in sidelobe level

relative to the renormalized peak in each case, while the lower

number (in parentheses) is the chanqe relative to the absolute

original sidelobe levels. They differ (in dB) by the change in

main lobe directivity caused by the quadratic phase errors.
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TABLE 2

CHANGES IN HIGHEST SIDELODE LEVEL
DUE TO QUADRATIC PHASE ERROR

Max. dB Rise in SL Due to Quadratic Phase Errors

Sidelobe Rel. to New Peak/(Absolute = Rel. to Original Level)
Level 16 D2

/X 8 o2/) 4 D
2

/X 2 D2/X 02, X 0.5 D21X

Uniform 13.24 - .02 .08 .32 1.22 4.21
(.02) (.07) (.261 (.98) (3.25)

Cosine 23.2 -74 2.68 7.70
(.68) (2.53) (7.24)

(Cosine)
2  

-31 47 -. 06 .24 .96 -

(.06) (.24) (94)

Hamming -42.42 0 0 * .01 .03 " .14

(-.01) (.01 .04( C.14) (*55)

Mod Taylor -49.67 - .57 S
(.56)

40 Cheby. 40.01 .14 .58 2.37 S

(.14) (.58) (2.36)

60 Cheby. -60.02 .55 S
(.55)

NOTES: Fourth Sidelobe from main lobe (all others are first SL)
Sidelobe level reduced (all others are increased)

S Sidelobe merged into shoulder on main lobe.

80-0810-T-2

Note the amazing results for the Hamming pattern, where

the absolute level of the maximum sidelobe is improving slightly

as range distance gets shorter. This is contrary to all other

patterns.

SUMMARY AND CONCLUSIONS

The data contained in the above figures and table can be

plotted in several ways, but the most unifying and introspective

way was found to be a log-log plot of absolute change in sidelobe

level versus range distance in multiples of D 2/X, as shown in

figure 10. This plot reveals that all pattern sidelobes (includ-

ing the Hamming) vary with range distance along almost straight

lines, and that the various lines are not exactly but very nearly

parallel. From this plot we can determine at a glance how long

a measuring range is necessary for any specified accuracy (change)

in sidelobe level, depending on the type of pattern beinq used.

For example, if we wish to measure a cosine-zquarcd pattern with
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no more than 0.5 dB error in its first sidelobe level, we must

operate at about 2.8 D / (or more).

Plotting the reduction in main lobe directivity gain against

range distance again shows very nearly straight-line behavior

when plotted on log-log scales as in figure 11. Note that the

lines are not parallel, but their slopes are reasonably alike,

with the exception of the cosine pattern, which is the least

sensitive in terms of gain reduction versus decreasing distance.

The data is also tabulated in table 3 on figure 11.

The conclusions that can be reached from this brief study are

that ultralow sidelobe antennas do require much greater than

2D2 /X distances if the near-in sidelobes must be kept from merqing

with the main lobe, but, if measurements are made at distances

near 2D2 /, only the first one or two sidelobes are "lost," while

the rest are affected negligibly.
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Z N =MULTIPLES OF D2/A2

//N = 16 8 4 2 1 0.5

/_ _I 
Uniform 0 0 (.01) . .24 .6

, . .9 I

l --Cosine - - - (.06) .15

.. ... .. .. .. : ' ,! (Cosine) 2  - 0 0 .02 .07 .251

Hamming 1.01) (.01 .03 .11 .41

Mod. Taylor - (.01) (.01) .02 .08 .29

. . ' 40 dB Chebyschev - - .008 .032 .126 --

.... " - -60 dHlChebyschev - - .004 .017 .069 -

( )Indicates questionable accuracy
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APPENDIX A

EFFECTS OF FINITE LENGTH ANTENNA RANGE ON MEASUREMENTS
OF LOW SIDELOBE ANTENNAS

A.1 INTRODUCTION

For many years it has been common practice to make the approx-

imation that the field strength pattern of an antenna is essen-

tially unchanged from a distance of 2D 2 /X to infinity, where D is

the maximum antenna dimension, and X is the wavelength. At a

range length of 2D / there is a differential path length between

rays to the antenna center relative to the edge of X/16 or 7r/8

radians, which is indicative of the curvature or sphericity of the

wavefront at the antenna when used as a receiver. The effect of

this phase curvature upon the measured gain of a uniformly illu-

minated antenna is that the measured gain is 99 percent of the

true gain. If the range length is reduced to D2 /X the measured

gain in only 94 percent of the true gain.

In view of these considerations 2D 2 A (or even D/ 2X ) has been

deemed adequate for pattern measurements of all types of antenna.

It is the purpose of this appendix to show the inadequacies of

these considerations for antennas where all of the sidelobe struc-

ture may be significantly below -30 dB with respect to the main

beam.

A.2 QUADRATIC PHASE ERROR

The curvature of the phase front at the aperture of an antenna

under test on a range of finite length is such that the phase

differential increases as the square of the distance from the

center of the aperture. It is a simple geometric exercise to show

that the maximum value of this phase error is:
7rD2

B 2()

As is shown on pages 188-189 of "Microwave Antenna Theory and
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Design" edited by S. Silver , the radiation pattern in field

strength units as a function of 3 is:
00 mM 2

g(x) = K E jm m d2 m [W (2)
m=O M! dx 2m

where x is a variable proportional to the sine of the angle

measured from the normal to the antenna aperture (a line source is

assumed for purposes of this discussion), g0 (x) is the radiation

pattern at infinity, and K is a constant of proportionality.

Equation (2) is usually approximated by the first two terms

yielding:

g(x) - K [go(X) + j0go (x)] (3)

When J3 is small and/or the sidelobes close to the main beam are

no lower than 20-25 dB relative to the peak, this expression is

adequate and predicts minor variations in the pattern.

It will now be shown that for antennas with very low sidelobes

the 2D2 / criterion is not adequate, and that higher order der-

ivatives are required than used in equation (3) for accurate pre-

dictions to be obtained, particularly for the angular region close

to the main beam.

A.3 LOW SIDELOBE APERTURE DISTRIBUTIONS

Aperture distributions used for most low sidelobe antenna

applications can be characterized by amplitude functions repre-

sented by a cosine series. Thus, for a one-dimensional aperture:

N
f(z) = E A n cos (2n7rZ/Z ma x ) (4)

0

where the aperture extends between ± Z ma x . Such a truncated

series can represent any realizable symmetrical aperture function

which has a constant phase (real functions).

The voltage pattern of these distributions at infinite range

is found by taking the Fourier Transform of (4). This can be

shown to yield a function expressed as:
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00
go(X) = Bn sin P(x+n)/P(x+n) (5)

n = -oo

where Bn = B_n (real), P = 27Zmax/X, Xis the wavelength, and 0 is

the angle relative to broadside (x=sin 0).
This infinite set of sin u/u functions is complete and ortho-

gonal for an aperture of extent 2 Zmax* For most low sidelobe

distributions the Bn coefficients are significant only for n 5 2

and in many cases Inj 1I. For example, when n is restricted to

-1, 0, 1, all of the cosine-squared-on-a-pedestal functions are

included. When the Taylor functions are expanded in these terms,

the Bn for nl< 2 are very small, well below normally achievable

tolerance levels.

The effects of finite range lengths will be analyzed, first

for patterns which can be decomposed into the summation of three

orthogonal and adjacent sin u/u beams, and then the analysis will

be extended to include five such beams. The results will be in-

dicative of the effects for all low sidelobe distributions using

amplitude only as the aperture control variable.

Consider the function:

g (u) = sin u/u + C sin(u+7r)/(u+r)

+ C sin(u-7r)/(u-ir) (6)

= sin u/u - C sin(u+7r)/(u+lr) - C sin(u-7r)/(u-7r)

Figure A-I shows the pattern function plotted in decibels for

C = 0.426 which is the constant for the very low sidelobe Hamming

function. Note that except for the main beam and the first two

sidelobes, nulls are evenly spaced at integral multiples of 7r.

The maximum sidelobe level is about -42 dB relative to the main

beam "eak.

A.3.1 EFFECTS OF QUADRATIC PHASE ERROR

In order to show the effects of quadratic phase errors on

patterns represented by equation (6), equation (3) will first be
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used, followed by an analysis which includes the next terms in the

series expansion of equation (2):

(u) = -u sin u - 2 u cos u + 2 sin u
3

u

+ C[(u++7r) 2sinu+ 2(u+7r) cosu- 2sinu] (7)

(u+w)3

+ C[(u-Kr) 2sinu+ 2(u-r) cosu- 2sinu]j
(u- 7) 3

When this function is compared to the unperturbed pattern of

equation (6) the following can be noted:

1. The first term of each term of (7) is a sin u/u term which

matches (6) and therefore does not change the relative level of

radiation anywhere.
3

2. The third term of each major term of (7) is a sin u/u term
which will have the same null structure as (6). These terms will

alter the amplitudes of the sidelobes close to the main beam but

will have little effect further out due to the 1/u3 dependence.

3. The second term of each major term of (7) is a cos u/u2

term which has no effect at angles of sidelobe peaks (for u 37r),

but which has maximum effect at the nulls (u = n 7r, with nZ_2) of

the pattern of (6).

Evaluating (7) at integral multiples of 7r greater than or

equal to 2, we have:

go (n7r) =2 + 2C + 2C (8)0(n W)2  [(n+ 1 ) r 2  [(n- 1) ] 2

this has been evaluated for D2/\ or = r/4 for C = 0.426. The
results are tabulated on the following page.
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n Level below main
beam peak

2 -29 dB

3 -49 dB

4 -72 dB

5 <-70 dB

6 <-70 dB

Because 0 is inversely proportional to range these results

decrease by 6 dB per "octave" increase in range.

Referring to figure A-1 it is obvious that even at 2D2 / it
will be impossible to determine the level of the first three side-

lobes. In fact, until the range is lengthened to at least 8D /

it is impossible to measure these lobes.

To further emphasize the point, measurements taken on antennas

with the Hamming distribution (C = 0.426) have shown that the

first two sidelobes cannot be measured at ranges of 20 to 40 D2 /.
In many respects then, it is just as good to work at D2/X or

2D2 /X as it is at such greater ranges.
A fairly obvious question which could arise is whether the

disturbances in the pattern just discussed are due to over-trunca-

tion of the series of equation (2). Accordingly the series was

evaluated taking into account the next term:

g~)g()+j3''(x) - g2''' '(x) (9)g(x) -- goX 0 W + go 2 !go W(9

In order to use (9) the fourth derivative of sin u/u must be

found for each of the terms of (6). This differentiation yields

4 sin u 24 sin u 24 cos u 12 sin u + 4 cos u

5= 21ui 4 3 + 2
d ku Y/ u u u

+ sin u (10)
u
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Once again the terms involving sin u/u, sin u/u
3 , and sin u/u5

only perturb the pattern at its peaks in between values of x of

integral multiples of 7r. The cosine terms represent the severe

disburbances in the null regions. When these are evaluated for

n 2 2 at D2 /X or r= /4 we have

n Level below main
beam peak

2 -26.3 dB

3 -55.6 dB

4 <-70.0 dB

5 <- 70.0 dB
6 <-70.0 dB

Referring to equation (9) it is interesting to note that the

high level due to the fourth derivative at n = 2 is in phase

quadrature with the contribution from the second derivative so
that cancellation cannot occur.

It is also important to point out that the fourth derivative

contributions are proportional to 02 and therefore decrease at

12 dB per "octave" in range. In other words, the forth derivative

contributions will be unimportant at x = 2w at ranges of 4D2/X

even though the second derivative terms would still be at the -41

dB level.

If two more symmetrical sin u/u functions are added (i.e.,
five total components) then equation (6) becomes:

go(u) = sin u/u + C1sin (u±w)/(u±w) + C2 sin (u±2w)/(u±2w)

= sin u/u - C 1sin u/(u±7r) + C2 sin u/(u±2w) (11)

The second derivative then becomes:
2.

g''(u) u sin u - 2u cos u + 2sin ugo 3
u

CI [(u+)2sin u + 2(u+7)cos u - 2sin u]

(u+ 3
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C+ (u-r) 2 sin u + 2(u-ir)cos u - 2sin u]

(u- 70 2

C2[(u+27)2sin u + 2(u+2ir)cos u - 2sin ul

(u+27r) 3 (12)

C2 [(u-27r) 2 sin u + 2(u-27r)cos u - 2sin u]

(u- 27r) 3

Proceeding with this analysis it can be shown that the results

are not significantly affected by the additional higher order

terms.

A.4 CONCLUSIONS

The foregoing analysis indicates that accurate determination

of sidelobe levels close to the main beam are nearly impossible

to obtain with an antenna range of practical length. However, in

many applications where low sidelobes are required (pulse doppler

radar, radio astronomy etc.), the average level of radiation out-

side the main beam is of more importance than the levels of in-

dividual lobes. For these applications the loss of information

on two or three lobes close to the main beam can be tolerated and

ranges between one and two D2 /X are adequate.
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ABSTRACT

The design of a data acquisition system for an

anechoic chamber is discussed. By use of a minicomputer

and commercially available parts, a system can be built

to provide storage of radiation and phase pattern data.

Such a system is flexable in its handling of data and can

be easily programmed to display and analyze recorded

patterns. It is primarily intended for users who currently

have an anechoic chamber with a receiver and pattern

recorders.



AN INTERFACE BETWEEN ANECHOIC CHAMBER

AND COMPUTER

I. INTRODUdTIOY

The recordini and analysis of antennas under test

requires the handling of large amounts of data. This

process can be greatly simplified and accelerated by

digitizing and storing test data on a computer. The

project undertaken was to find a means of collecting and

saving data on a suitable medium while an antenna was

being tested in an anechoic chamber. After the data was

taken, it could be analyzed and antenna performance

parameters computed. By feeding information directly

into a computer, analysis could be done quickly and effi-

ciently, saving many man-hours in the process.

The data being taken showed two relationships,

the antenna radiation pattern and phase pattern. The

radiation pattern depicts the received signal amplitude

and the phase pattern relates the phase of the received

signal with respect to the transmitted signal, both as a

function of the azumith.

The parameters which were computed from this data

included antenna gain, beam efficiency, aperture effi-

ciency, and half-power beam width. The data and calculated
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parameters provided a basis to assess new antenna designs

and design changes.

In order to record the radiation pattern, the main

beam must be accurately measured. In the extreme case

of high gain antemnas, the main beam could be a lobe

which is only 0.30 wide, which may be further reduced to

0.1 in future designs. In order to measure data over

these angles, angle resolution of up to 0.010 was desired.

This meant that 16 bits of resolution would be needed over

the 3600 range of the azumith.

For amplitude readings over a 40 dB range, the

patterns were to have an accuracy of 0.05 dB. The phase

was to be accurate to .50 or less over the 3600 range.

In digitized form, both amplitude and phase could be

digitized to 10 bits to maintain the desired precision.

The system was broken into two parts. The first

part was the hardware design of the system. The inter-

face between the test equipment at the anechoic chamber

and the minicomputer had to be designed, with commer-

cially available components to be used as much as possible.

This allowed for maximum reliability and ease of service-

ability. The second part of the system design was the

writing of the software. Computer programs had to be

written to gather data, display it in a convenient fashion,

and calculate antenna performance parameters.
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II. HARDWARE DESIGN

A. Overview

The system hardware was broken into three areas.

The first part consisted of the intruments at the anechoic

chamber which proviJded the azimuth, amplitude and phase

information. The azimuth was provided by a synchro

transmitter which gave synchro information on the antenna

angle. This information is contained in three AC voltage

signals commanly labeled S1, S2, and S3. The azimuth is

determined by a phase relationship between these signals

and a reference voltage. The amplitude signal was found

at tie output of a Scientific Atlanta 1554-2 crystal

bolometer amplifier. This amplifier would vary the gain

of the signal from the Scientific Atlanta 1750 receiver

which was used at the anechoic chamber. The phase signal

came from a Scientific Atlanta 1556 DC chopper amplifier,

which varied the gain of the phase signal from the 1750

receiver.

The second part of the hardware consisted of the

Chamber Interface Unit. It would contain the circuitry

needed to convert the information from the chamber test

equipment into a form meaningful to the controlling mini-

computer.

The last section of the hardware was the LSI-11

MINC (Multiple INstrument Computer). This is a mini-
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computer manufactured by the Digital Equipment Corporation.

It contained ,a KD11-HA processor with 64 kilobytes of semi-

conductor memory. The MINC also had an RX02 disk drive

system, with a maximum storage area of one megabyte. The

MINC contained a 4igital input and an analog-to-digital

converter which were used in the system.

B. Chamber Interface Unit

The Chamber Interface Unit was divided into two main

sections, the angle interface, and the amplitude and phase

interface.

The angle interface provides the MINC with the

azimuth of the antenna being tested. It converts the

signals from the synchro transmitter in the chamber to

a digital form which goes to the MINC digital input. The

angle interface consisted of three subsections; the synchro-

to-digital converter, the buffer latches, and control

circuitry.

The synchro-to-digital converter is a monolithic

device. It is a tracking converter which continually

converts the signals from the synchro transmitter in the

chamber into a 16 bit binary word at TTL logic levels.

The converter is a model 168H102 and is manufactured by

Control Sciences, Inc.

The buffer latches provided line driving capability

for transmitting the data to the MINC. The control
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circuitry provided a means of handshaking between the

MINC and theDChamber Interface Unit.

The amplitude and phase interface of the unit converts

the information on the signal strength and phase to a DC

level which becomes the input to the MINC analog-to-

digital converter. The interface consists of two similar

halves, one for the amplitude signal and the other for the

phase. The input signals to the interface come from the

high signal outputs of the appropriate Scientific Atlanta

amplifier. The input signals are one kilohertz sine waves

whose amplitudes vary linearly with the signal strength

or phase. Each half consists of three subsections; an

input buffer, and AC-to-DC converter, and a low pass filter.

The input buffer is u ed to buffer the interface unit

from the high output impedance of the Scientific Atlanta

amplifiers. The AC-to-DC converter is a monolithic device

(model AD536AJH) manufactured by Analog Devices, Inc.

It converts the one kilohertz signal into a DC voltage

which is equivalent to the RS value of the input. The

low pass filter removed any one kilohertz ripple left

from the AC-to-DC converter.

III. SOFTWARE DESIGN

A. Overview

The computer programs written for the interface system
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were done in FORTRAN. Extensive use was made of the

software libraries that were provided by the Digital

Equipment Corporation. These libraries consisted of the

system library to support FORTRAN functions, the the MINC

library which supported the digital input and the analog-

to-digital converters in the MINC. There were three

major programs writ ..n for the system.

B. Program PATTRN

Program PATTRN is the program used to record data

and store it on disk while the antenna is being tested.

It performed the following functions.

1. Recorded the general information that is specific

to the antenna being tested. This is provided by

the operator and is used to identify the antenna

with the patterns stored on the disk.

2. Recorded the raw data while taking a pattern.

3. Printed antenna and pattern information on the

terminal for identification.

4. Calibrates the gain of the crystal-bolometer

amplifier and/or the DC chopper amplifier

to the inputs of the MINC.

5. Adjusts the pattern data set so a desired peak

or null can be set to the zero degree angle.

This compensates for the difference between the

antenna orientation and the synchro information.
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C. Program DRAW

Program DRAW displayed the antenna radiation and phase

patterns on the MINC terminal. It was used for the follow-

ing purposes.

1. Displaye an entire radiation pattern, as recorded,

on the MINC terminal.

2. Allowed the user to overlay two selected patterns.

This provided a comparison of the two patterns

to spot differences.

3. Displayed an enlarged view of a radiation or

phase pattern.

D. Program ANALZE

Program ANALZE calculated certain function on the

antenna pattern data stored on disk. For any given pattern,

the user can choose to calculate one of the following.

1. The gain of a radiation pattern.

2. The beam efficiency for an angle given by the

user.

3. The aperture efficiency of a horn.

IV. CONCLUSION

A. Results

The construction of the Chamber Interface Unit was

finished in March of 1980. It was installed at that time

and is currently in use. Though not all of the software
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had been implemented and debugged at that time, radiation

and phase patterns had been taken by the system and

accurately displayed on the MINC terminal. Installation

of the system took eleven weeks at a cost of approximately

$26,000. This included the purchase price of the MINC.

B. Improvements

While the designed system performed adequately, there

was one point where it varied from the original specifica-

tions. The desired accuracy of the amplitude measurement

was to be 0.05 dB over the 40 dB range. The actual

input signal used to determine the amplitude is linear,

so the quantizing error of the analog-to-digital converter

increased exponentially through the range of the input

signal. This meant the signal at -40 dB had a quantizing

error of +0.5 dB.

Improvements in the software could also be made.

The programs stored all data in semiconductor memory when

recording a pattern. For extremely large amounts of data,

the system should have some direct memory access capabili-

ties which could transfer data to disk simultaneously with

the recording of a pattern.



11

V. REFERENCES

Conversion Products Catalog, Analog Devices, Inc., Norwood,
Mass-, 1977.

Cress, Paul, et. al; Fortran IV with Watfor and Watfiv,
Prdntice-Hall, Inc., Englewood Cliffs, N.J., 1970.

Daryanani, Gobind; Principles of Active Network Synthesis
and Design,,John Wiley and Sons, New York, 1976.

Data Acquisition Products Catalog, Analog Devices, Inc.,
Norwood, Mass., 1978.

Dobkin, Robert C.; "True RMS Detector", Linear Brief 25,
Linear Applications, Volume 2, National Semicon-
ductor Corporation, Santa Clara, California, 1973.

Hayes, John P.; Computer Architecture and Organization,
McGraw-Hill, New York, 1978.

Linear Intearated Circuits, Semiconductor Data Library,
Motorola, Inc., 1976.

MINC-11; A closer look at the MINC system, Digital Equip-
ment Corporation, Maynard, Mass., 1979.

MINC-11, Introduction to MINC, Digital Equipment Corpor-
ation, Maynard, Mass., 1979.

Morris, Noel M.; Electronics for Works Electricians.
McGraw-Hill, London, 1976.

Phase Amplitude Receivers, Series.1750 Instruction Manual,
Scientific Atlanta, Inc., Atlanta, Georgia, 1975.

Rectangular Pattern Recorders, Series 1520 Instruction
Manual, Scientific Atlanta, Inc., Atlanta, Georgia,
1976.

Smith, Ralph J.; Circuits, Devices, and Systems, John
Wiley and Sons, New York, 1976.

Svnchro Conversion Handbook, ILC Data Device Corporation,
Bohemia, N.Y., 1974.

The TTL Data Book for Design Engineers, Texas Instruments,
Inc., 1076.



Log 0569

EXPERIMENTAL RESULTS OF A COMMUTA TING FEED FOR CIRCULAR ARRAYS*

R.I. Wolfson, C.F. Cho and G.G. Charlton

ITT Gilfillan, Van Nuys, California

*The work described herein was supported by the United States Air Force, Electronic Systems

Division, Hanscom AFB, through Contract No. F19628-79-C-0034 and under the direction of
Mr. Walter Rotman and Lt. Gregory Cruz.



2

ABSTRACT

The development and final test results of an experimental
commutating feed are described. Two key technological
developments were accomplished: noncontacting magnetic loop

couplers which allow low-loss transfer of RF energy with the
precise control of amplitude and phase needed to realize low

sidelobe levels; and the implementation of a large-scale, rotating

stripline distribution network used to feed a 90-degree sector
of a circular array antenna Although the experimental model
was not completly optimized, test results indicate that the
design is capable of achieving an input VSWR of 1.2:1, insertion
loss of 1.5 dB, and sidelobe levels below -30 dB over the
operating band of 1.2 to 1.4 GHz. Excellent performance is
also obtained over the extended frequency band, 1.0 to

1.5 GHz, which includes the IFF band.
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EXPERIMENTAL RESULTS OF A COMMUTATING FEED FOR CIRCULAR ARRAYS

Introduction and Background

One of several antenna concepts being considered for systems such as the Unattended
Radar (UAR) is a circular array, shown in Figure 1. The principal motivations for such an approach
over a conventional rotating antenna are reduced drive power, improved reliability, and availability
of simplified maintenance. Over the past decade, numerous purely electronic scan concepts for
circular arrays have been developed. All of these approaches have been plagued by high loss and
poor reliability due to the large number of components in series, and poor sidelobe performance
due to large amplitude and phase errors.

To address these problems, the Department of the Air Force, Electronic Systems Division,
funded ITT Gilfillan to develop, construct and evaluate a commutating feed assembly for steering
the beam of a circular array. Details of the development of this device have already been presented
presented, [' and final test results are described herein.

RADIATING
ELEMENT •ELEVATION 

FEED• NETWORK

LOW-INERTIA
COMMUTATING
FEED (ONE PER
ELEVATION BEAM)--

DRIVE SHAFT

STATOR OUTPUT CONNECTORS
HOUSING (100 PLACES)

- PEDESTAL
S DRIVE

o ASSEMBLY

Figure 1. Circular array antenna with low-inertia commutating feed
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Table I presents a summary of the requirements for the commutating feed assembly.

Table L Commutating Feed Assembly Requirements

Frequency Band 1.2 to 1.4 GHz
Number of Output Ports 100
Number of Excited Ports 26
Excited Sector 900

Array Diameter 180 inches
Aperture Illumination Consistent with -20 dB sidelobes
VSW R

Input 1.3:1 maximum
Output Ports 1.3:1 maximum

Insertion Loss 1.0 dB maximum
Power Capacity

Peak 10 kW
Average 500W

Rotation Rate 15 rpm
Drive Power 50W maximum
Environment -35OF to +100°F minimum (as encountered in Arctic)
Reliability Consistent with Unattended Radar operation

C Stacking 2 or more Commutators
( Growth 200 Outputs

Eo Excited

A simplified block diagram of the commutator is shown in Figure 2. The annular rotary
coupler is a special design that provides two equal-amplitude, in-phase RF output signals.

100 RF OUTPUT
26 ROTOR CONNECTORS

COUPLING LOOPS Y r 100 STATOR

900,\\ LOOPS

RF / ' , ,S
INPUT 0 STATOR ROTOR

ANNULAR ROTATING STATIONARY
ROTARY STRIPLINE HOUSING

0 COUPLER FEED NETWORK

Figure 2. Block diagram of commutating feed assembly

Assembly of Commutating Feed

The stripline feed network shown in Figures 3 and 4, consists of a center-fed array of
directional couplers, delay lines for phase compensation, phase trimmers, and printed circuit rotor
coupling loops. The design illumination selected for the 13-element series feed is a -29 dB, N = 4
Taylor distnbution.
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Figure 3. Stripline feed network circuit board, input side

STRIPLINE COUPLING
LOOP (26 PLACES)

ISOLATED PORT
TERMINATION (26 PLACES)

OVERLAY DIRECTIONAL
COUPLER 126 PLACES)

DELAY LINE IIII II
PHASE COMPENSATION

Figure 4. Stripline feed network circuit board, coupled side
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The stationary housing, shown in Figure 5, includes the support structure, pedestal drive
assembly, bearings, RF chokes, stator coupling loops, and output connectors.

ANNULAR ROTARY COUPLER HOUSING

OUTPUT CONNECTORS STATIONARY HOUSING

DRIVE SHAFT BEARING SEAT
FLEXIBLE /
SHAFT COUPLER / TURNTABLE

BRC / 
PEDESTAL DRIVE ASSY

SUPPORT

Figure 5. Stationary housing and assembled commutating feed

A key technological development of the program consists of noncontacting magnetic loop
couplers, which allow low-loss transfer of RF energy with the precise control of amplitude and phase
needed to realize low sidelobe levels. The loop coupling region of the commutating feed is shown
in the perspective drawing, Figure 6.

ROTOR LOOP
SHORTING PIN STRIPLINE

ROTOR COUPLING STATIONARYLOOP/ HOUSING

ALUMINUMUPE
GROUND UPPE

PANES .100 OUTPUT
CONNECTORS

3-LAYER
STRIPLINE
FEED NETWORK j

ROTATING FEED -"-
ASSEMBLY

: STATOR"

LOWER COUPLING
o RF CHOKE LOOP

Figure 6. Loop coupling region

I.-= m m I Il l l Il ~ l l
I l ll Il
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The rotating stripline feed assembly is shown in Figure 7. The 90-degree annular sector
on the right, which extends beyond the ground plane, contains the 26 stripline rotor coupling loops.
The other annular sector provides dynamic balance to avoid excessive vibration as the assembly rotates.

ROTATING ASSEMBLY
SUPPORT RING

COUNTERBANSTRIPLINE ROTOR

LOOP COUPLER

ISOLATED PORT
TERMINATION

C?TEMINTO

Figure 7. Rotating stripline feed assembly

The lower housing assembly, which contains an 18-inch bearing, the lower annular RF
choke, and 100 stator loop couplers, is shown in Figure 8.

Test Results of Experimental Commutator Model

The input VSWR of the experimental commutator model, measured at the input to the
annular rotary coupler, is shown in Figure 9. Typically, the input VSWR is less than 1.15:1 over
25 percent of the band, less than 1.5:1 over 65 percent of the band, and less than 1.8:1 overall.
Although the annular rotary coupler, the stripline feed network, the loop-coupling region, and the
stator loops had been carefully matched in the various breadboard test fixtures, no attempts were
made to improve the overall input VSWR of the completed final assembly. It is felt that if this
additional matching were incorporated, the goal of 1.3:1 could be realized over the entire band.



OUTPUT CONNECTOR18I

STATOR LOOPA LA I
COUPLER K

Figure 8.Lower housing assembly

1 92 1

Cr 1 49 1

128 1

1- 171

1 1101

006

U') 1? 2 1 4
0

FREQUENCY (GHz)

Figure 9. Inzput VSWR of experimental commutator model
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The coupled amplitude and phase excitation at 26 adjacent output ports in the illuminated

90-degree sector was measured with the rotor loops located directly over the stator loops. The
swept-frequency amplitude, shown in Figure 10 for one-half of the symmetrical feed network,
illustrates the broadband nature of the stripline circuitry and loop couplers.

Coupled amplitude, measured at 1.2, 1.3 and 1.4 GHz, is shown in Figure II along with
the ideal design illumination for a lossless network. The data in each case have been normalized
to the peak value, which occurs at one of the center elements, number 13 or 14. Note that
elements 24 through 26 do not appear to be functioning properly. The probable cause is poor RF
grounding at the ends of rotor loops 24 through 26 due to loose # 2-56 shorting screws threadedd
into the stripline ground plane. The problem was not corrected, as disassembly of the commutating
feed assembly would be required, and furthermore, these edge elements do not greatly affect the
overall performance of the unit.
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-187
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_J -22
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o -24

-26 
3
2

1

-28. . I ........

-30

it)~t

-32

12131

o FREQUENCY (GHz)

Figure 10. Coupling to output ports I through 13 versus frequency
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ELEMENT NUMBER
2 4 6 8 10 12 14 16 18 20 22 24 26

Z~~ ~~~~ --to- =7:: ;- tL- - - -

1. G1X . : 7

(J 72. " 7 ji - -

!_+i . " IDEAL

Fg-re11. n e e nu a .2 . .4 G

1.3,~~- and 1. I.Paetimr o ahelmnwihaelctdwti h tiliefe

1.2 GHz

Figure 1!. Coupling ersus element number at 1.2, 1.3 and 1.4 GHz

Phase error, which is defined as the difference between the measured value and the ideal
design value, and is referenced to the phase at element number 1, is shown in Figure 12 for 1.2,
1.3, and 1.4 GHz. Phase trimmers for each element, which are located within the stripline feed

assembly, were adjusted for minimum phase error at midband, 1.3 GHz. Larger phase errors arise
at the band edges because the frequency dependence of the phase trimmers is not the same as that
of the various element pathlengths.
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The higher insertion loss at 1.4 GHz is due primarily to the annular rotary coupler, which
was originally designed for operation in the 0.96 to 1.215 GHz band.

Azimuth patterns were computed for a 180-inch diameter circular array of 100 uniformly-
spaced elements. Although the feed network was designed to be phase compensated at an elevation
scan angle of 15 degrees, these patterns assume zero elevation scan, which represents a slightly worse
situation in terms of sidelobe levels and beamwidth.

Figures 13 through 15 show patterns computed at 1.2, 1.3, and 1.4 GHz, using the
amplitude and phase data of Figures I1 and 12. The reference lines represent the sidelobe specifi-
cation limit, -20 dB, and the sidelobe design limit that would be realized with ideal excitation,
-30 dB. Table III summarizes the results of these pattern computations.

Table 11I. Results of Pattern Computations

Frequency (GHz) 1.2 1.3 1.4
Highest Sidelobe (dB) -28.4 -26.6 -28.4
Aperture Efficiency (dB)

Theoretical - 1.25 - 1.27 - 1.28
Measured - 1.84 - 1.69 - 1.59

o Dissipation Loss (dB) - 1.58 - 1.41 - 1.84

Although the experimental commutator model is not required to operate over the IFF
frequency band, 1.03 GHz, measurements were made at 1.03 GHz in order to demonstrate the
extremely wideband performance of the device. The pattern shown in Figure 16 was computed using
amplitude and phase data measured for one-half of the feed network, and assuming symmetrical
excitation.

The measured values of insertion loss, VSWR, and amplitude and phase distribution were
taken with rotor loops centered directly above stator loops. Additional data were taken[2 ] to show
the effects of rotation of the commutator on these parameters. Two distinct sources of variation
can be identified. The first is associated with mechanical differences amongst the 100 stator loops.
As rotation occurs, any given rotor loop couples in sequence to each of the stator loops, and any
irregularities appear as amplitude and phase variations. Thus, these excitation errors are essentially
a measure of the precision with which the commutator has been constructed. The rms variations
of these parameters for the experimental model are 0.28 dB and 2.18 degrees, respectively. During
normal operation of the commutating feed, smaller errors would be expected because of the averaging
effect of multiple coupling from all 26 rotor loops.

The second source of variation arises because adjacent rotor loops, which have dissimilar
amplitude and phase excitations, couple in changing proportion as they move in the vicinity of the
stator loops. The effect is most noticeable when the rotor loops are positioned above the gaps
between stator loops. The magnitude and slope of the variations can be minimized over an
appreciable percentage of rotational angle by using narrow rotor loops and much wider stator loops.
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Figure 15. Computed azimuth pattern of experimental commutator model at 1.4 GHz
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Figure 16. Computed azimuth pattern at 1.03 GHz

In the experimental commutator model, the rotor loops are 0.25-inch wide, and the stator loops are
approximately 1.00-inch wide separated by 0.10-inch gaps. Patterns computed from amplitude and
phase data taken at various rotational angles show that even when the rotor loops are in the gap
position, excellent patterns are obtained, although insertion loss increases about 0.5 dB due to the
larger mismatches of the coupling loops. If this condition is undesirable from a systems standpoint,
it can be avoided by transmitting and receiving only during the 80 percent of the time when the
rotor loops and stator loops overlap.



15

Summary and Conclusions

The development of the experimental commutator model has clearly demonstrated the
viability of this approach for low-cost azimuth steering the beam of a circular array. Excellent
electrical performance is obtained, with improvements in reliability, maintenance and life-cycle cost
compared to alternative approaches.

REFERENCES

[' R.I. Wolfson and C.F. Cho, "A Low-Inertia Commutating Feed for Circular Arrays,"

Symposium on Antenna Applications, (Allerton), 1979.

[2] R.I. Wolfson, "Commutating Feed Assembly," Final Report 0510, ITT Gilfillan, March 1980,
prepared under Air Force Contract F19628-79-C-0034, pp 112, 116-122, 127-132.


